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Dear Learner,

It is with great pleasure that I welcome you to the Four Year UG Programme offered by Sreenarayanaguru
Open University.

Established in September 2020, our university aims to provide high-quality higher education through open
and distance learning. Our guiding principle, ‘access and quality define equity’, shapes our approach to ed-
ucation. We are committed to maintaining the highest standards in our academic offerings.

Our university proudly bears the name of Sreenarayanaguru, a prominent Renaissance thinker of modern
India. His philosophy of social reform and educational empowerment serves as a constant reminder of our
dedication to excellence in all our academic pursuits.

The University is dedicated to offering forward-looking, skill-based learning experiences that prepare learn-
ers for the evolving demands of the digital age. As part of the FYUG programme, the Multidisciplinary
Course “Information Security” is an introductory course designed to make the essentials of digital safety
accessible to learners from diverse backgrounds. It covers fundamental principles, key practices, and simple
real-world applications, enabling you to build a foundational understanding of how information is pro-
tected in today’s interconnected wotld. The course aims to simplify complex concepts and equip you with
essential skills to recognize risks and safeguard digital assets effectively.

Our teaching methodology combines three key elements: Self Learning Material, Classroom Counselling,
and Virtual modes. This blended approach aims to provide a rich and engaging learning experience, over-
coming the limitations often associated with distance education. We are confident that this programme will
enhance your understanding of statistical methods in business contexts, preparing you for various career
paths and further academic pursuits.

Our learner support services are always available to address any concerns you may have during your time
with us. We encourage you to reach out with any questions or feedback regarding the programme.

We wish you success in your academic journey with Sreenarayanaguru Open University.

Best regards,

Dr. Jagathy Raj V.P.
Vice Chancellor 01-09-2025
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UNIT 1| Computer Security Concepts

Learning OQutcomes

At the end of this unit, the learner will be able to:

¢ define information security and its purpose
¢ explain the different components of the CIA Triad
¢ identify the types of security attacks in computer systems

¢ familiarise different types of passive and active attacks

Prerequisites

In our daily life, we often lock our homes, keep our phone passwords secret, and avoid
sharing important information with strangers. These are simple ways we protect our
belongings and personal data. in the same way, computers and digital systems also need
protection because they store a lot of personal, official, and sensitive information.

Many of us use computers and mobile phones to send messages, check emails, make
online payments, attend classes, or store documents and photos. When we use apps
and websites, we often enter personal details like our names, addresses, passwords, or
bank information. We expect that only we and the people we trust can see and use this
data. But have you ever wondered what happens if someone else gets access to this
information without your permission? Or if your data is changed or deleted by mistake
or by someone else?

This is where the concept of information security becomes important. In this unit, you
will learn how digital information is protected from various threats such as unautho-
rized access, data theft, and cyberattacks. You will also learn about the basic principles
that help keep computer systems safe and reliable, that is Confidentiality, Integrity, and
Availability, also known as the CIA Triad. This knowledge will help you understand
how to use technology more safely and responsibly in your daily life.

Keywords

Confidentiality, Integrity, Availability, Passive attacks, Active attacks
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Discussion

1.1.1 Introduction to Information Security

In today’s digital world, information is a very important and valuable resource. People
store and share many types of personal and official data such as bank details, private
messages, health records, and educational information using electronic devices viz.
computers, mobile phones, and the internet. It is very important to protect this data from
being misused or accessed without permission.

Information Security is the practice of securing information, from unauthorized access,
use, modification, disruption, or destruction, be it physical or electronic data. Information
Security is a broad domain which comprises of Network Security, Application Security,
Endpoint Security, Cryptography, Data Security, etc. The main aim of Information
Security is to ensure protection of information, by proper management of people,
process and technology, by meeting various regulatory standards and thereby instill
confidence in users.

Information security is built on three main ideas: Confidentiality, Integrity, and
Availability. These are together known as the CIA Triad, and they form the basic
foundation of all computer security methods.

1.1.2 CIA Triad in Information Security

After understanding the importance of Information Security, it is necessary to learn
about the three core principles that guide all security practices also known as the CIA
Triad, which stands for Confidentiality, Integrity, and Availability. Each part of the
triad plays an important role in keeping information secure and maintaining trust in
digital systems. The figure 1.1.1, which represents the CIA Triad shows the three key
components arranged in a triangle, highlighting their equal importance in ensuring
information security.

o

CONFIDENTIALITY

D

Information

Security / Data

AVAILABILITY g

Fig 1.1.1 CIA Triad
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1.1.2.1 Confidentiality

Confidentiality in CIA triad refers to restricting unauthorized access to information.
This means keeping information private and protected from people who are not allowed
to view it. Just like we use locks to protect our personal items such as cupboards or
diaries, computers also use security methods to ensure that only the right people can
access the information.

The word "authorized" refers to someone who has permission to access the data. If a
person without permission views or uses the data, it is called a confidentiality breach.

For example, when you sign in to your email account, you enter a password. This
password helps to make sure that only you can read your emails. If someone else
finds out your password and opens your account without your knowledge, it is a clear
violation of confidentiality.

To protect confidentiality, computer systems often use tools like passwords, PINs
(Personal Identification Numbers), and encryption. Encryption is the process of
converting the original data into a secret code, using an algorithm, so that even if
someone captures the message, they cannot read it unless they have the correct key.
For example, when you make an online payment, your bank details are encrypted so
that hackers cannot steal them. In simple terms, confidentiality means that sensitive and
confidential information is kept private and can only be accessed by individuals who
are authorized.

1.1.2.2 Integrity

Integrity in CIA Triad refers to methods or processes to protect the information from
unauthorized changes. This means that the data in a system must remain correct,
accurate, and unchanged unless updated by an authorized person.

For example, consider a student’s mark list fed into the school’s software. Only the
teacher has the right to edit the marks. If someone else changes the marks without
permission, the integrity of the data is broken. In the same way, systems must protect
data from being changed by unauthorized people.

Let us consider an online banking example. Suppose you initiate a transaction of
%5,000 to your friend. If a hacker intercepts the transaction and changes the amount to
%50,000 without your knowledge, the integrity of the transaction is broken. Integrity in
information systems is ensured using hash. A hash function is a one-way mathematical
algorithm, which generates a fixed length number, also known as hash value. When a
message is sent, the hash value of the message is calculated and sent to the recipient.
Recipient upon receipt of the message, will recalculate the hash of the message and
compare with the original hash value. Even a single digit change will affect the hash
value generated, which enables the recipient to determine the integrity of the message.

1.1.2.3 Availability

Availability in CIA triad refers to availability of information or system, when requested
by authorized users. It ensures that people can get the data or services they need without
delay or interruption.
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For example, imagine you are trying to register for an exam online, but the website is
not loading. This could happen if the system is down due to technical glitches or if an
attacker performs a denial-of-service (DoS) attack. In denial-of-service (DoS) attack,
the attacker ensures that the service is not available to legitimate users, by overloading
the systems with numerous service requests. In this case, even though your data is safe
and unchanged, you are not able to access it. This is a failure of availability.

Availability is especially important in places like banks, hospitals, transport systems,
and educational institutions. If the systems in a hospital are not available, doctors
cannot see patient records on time, which may affect treatment. If banking systems are
not working, people cannot perform transactions.

There are many reasons why availability can be affected. These include hardware
failures, software issues, cyber-attacks, or too many users trying to access the system
at the same time. To maintain availability, systems need proper planning to ensure
scalability, resilience and protection against DoS attacks. This includes using backup
systems, regular maintenance, strong security measures, and load balancing to manage
high traffic. They can also ensure immediate availability of technical staff who can
quickly fix problems on short notice.

1.1.3 Security Attacks

A security attack is an attempt to access, harm, or misuse data and systems by an
unauthorized party, aimed at compromising the CIA of information systems. Just like
a thief may try to break into a house, an attacker may try to break into internal systems
or network to steal information or cause damage. These attacks may be performed
by individuals, groups, or even computer programs designed to harm systems when
introduced into the internal network of the company. Security attacks are generally
divided into two categories: passive attacks and active attacks.

1.1.3.1 Passive attacks

Passive attacks happen when an attacker quietly observes or listens to the data that is
being sent over a network. The main goal of the attacker is to collect information without
making any changes to the data or disturbing the communication being monitored.
Because nothing is altered, these attacks are often very hard to detect. These attacks
breach Confidentiality but do not affect system integrity or availability.

There are two common types of passive attacks:
1. Release of message contents
2. Traffic analysis

The first type, release of message contents, is easy to understand. When we send emails,
make phone calls, or transfer files over a network, these communications may include
private or sensitive information. In a passive attack, an unauthorized person may read
or listen to these messages without the sender or receiver knowing. For example,
someone could read a confidential email or listen in on a private phone call. This is a
clear violation of confidentiality.
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The second type is traffic analysis, which is more difficult to notice. Even if the contents
of the messages are hidden using encryption (a method to turn data into unreadable
code), the attacker might still study the patterns of communication. For instance, the
attacker might observe how often messages are being sent, how long they are, or which
computers are communicating. From this information, they might guess about the
communication taking place, even if they cannot read the actual messages.

One of the biggest challenges with passive attacks is that they do not leave any signs,
because the data is not changed. Everything seems normal to the sender and receiver, so
they may not realize that someone is secretly observing their communication. Since it
is hard to detect passive attacks, the best way to protect against them is to prevent them.
This is usually done using encryption and other security techniques to keep the contents
of messages safe and to hide communication patterns as much as possible.

1.1.3.2 Active attacks

Active attacks are a type of security attack where the attacker tries to alter, disrupt
or destroy data or system functionalities. Unlike passive attacks, which only involve
watching or listening, active attacks directly interfere with the system and services.
These attacks are often easier to detect and impacts the Integrity, Availability or
Confidentiality of the systems.

Active attacks are usually divided into four main types:

1. Masquerade
2. Replay
3. Modification of messages

4. Denial of Service (DoS)

1. Masquerade

A masquerade attack happens when an attacker pretends to be someone else. For
example, a hacker might act as if they are a trusted user of a system. This can happen
when the attacker steals the login information of a real user and uses it to access the
system. In some cases, they may also use this fake identity to gain extra permissions or
access sensitive data.

In the given figure 1.1.2, Bob wants to communicate with Alice, and Alice believes she
is receiving a message from Bob. However, the attacker, Darth, is pretending to be Bob.
This is an example of a masquerade attack, where Darth is impersonating Bob to trick
Alice.

Because Alice thinks the message is from Bob, she may trust it and respond or take
action. But in reality, Darth is the one sending the message, not Bob. This kind of attack
can lead to unauthorized access, data theft, or manipulation of information.
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Darth Message from Darth
that appears 1o be
from Bob

Internet or
other comms facility

Fig. 1.1.2 Masquerade attack
2. Replay

In a replay attack, the attacker first captures a valid message or data and then sends it
again later to cause an unauthorized action. For example, if a message is sent to allow
access to a file, the attacker can save that message and send it again later to get access
again, even without permission. This type of attack misuses a real message to repeat an
action illegally.

Darth Capture message from
Bob to Alice: later
replay message to Alice

Internet or
other comms facility

Fig 1.1.3 Replay attack

In the above shown figure 1.1.3, Bob originally sends a genuine message to Alice.
Darth, the attacker, captures that message without Bob or Alice knowing. Later, Darth
sends the exact same message again to Alice, pretending it is still from Bob. This is
called a replay attack.
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3. Modification of Messages

In this type of attack, the attacker changes part of a real message or alters its timing or
order to create a different meaning. For example, Bob sends a message to Alice’s pay-
ment system asking, “Please transfer 310,000 from Alice’s account to Bob’s account.”
As this instruction moves across the network, Darth intercepts it and quietly changes
the details. Now the message says, “Please transfer 100,000 from Alice’s account
to Darth’s account.” When Alice’s system follows the altered instruction, it sends the
larger amount to Darth instead of Bob. Because Darth changed the message in transit,
the integrity of Bob’s original request is broken and the scenario is shown in figure
1.1.4.

arth modifies
message from Bob
to Alice

Internet or
other comms facility

Alice

Fig 1.1.4 Modification of messages attack
4. Denial of Service (DoS)

A Denial of Service attack tries to make a computer or network unavailable or inacces-
sible by overloading the servers or blocking access to them. This could mean stopping
all messages going to a certain system or slowing down a network so much that users
cannot do anything. For example, an attacker might send thousands of fake requests to
a website so that the server becomes too busy to respond to real requests.

Darth disrupts service
provided by server

Internet or
other comms facility

Server

Fig 1.1.5 Denial of Service(DoS) attack
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For example, Bob sends a request to the server saying, “Show me my account balance.”
While his request is on the way, Darth the attacker sends thousands of fake requests
all at once. The server gets so busy dealing with Darth’s fake traffic that it can’t handle
Bob’s real request. In the end, Bob never sees his balance. This is called a Denial of
Service (DoS) attack: by flooding the server with false requests, Darth stops Bob (and
everyone else) from using the service and this scenario is shown in figure 1.1.5.

Recap

¢ Computer Security is the practice of protecting computer systems, data, and
networks from unauthorized access, damage, or theft.

¢ The CIA Triad stands for Confidentiality, Integrity, and Availability.
¢ Confidentiality: Ensures that only authorized users can access sensitive data.

¢ Integrity: Ensures that information remains accurate and unchanged unless
modified by authorized users.

¢ Availability: Ensures that systems and data are accessible to authorized users
when needed.

¢ Security Attacks: Any attempt to misuse, harm, or gain unauthorized access
to systems or data.

¢ Two main types: Passive Attacks and Active Attacks.

¢ Passive Attacks: The attacker silently monitors or collects data without
altering it.

* Release of message contents: Reading private emails or listening to
calls.

» Traffic analysis: Observing communication patterns even if data is
encrypted.

» Hard to detect since no data is changed.
¢ Active Attacks: The attacker modifies data, creates fake messages, or disrupts
services.
* Masquerade attack: Attacker pretends to be a trusted user.

* Replay attack: A previously captured valid message is sent again by
an attacker to perform an unauthorized action.

* Modification of messages: Data is changed during transmission.

* Denial of Service (DoS): System is flooded with fake requests, making
it unavailable to real users.
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Objective Type Questions

8.

9.

What does the "C" in the CIA Triad stand for?

What does the "I'" in the CIA Triad stand for?

What does the "A" in the CIA Triad stand for?

What type of attack monitors data without altering it?

What type of attack involves modifying or disrupting data?
What is used to keep data private from unauthorized access?
What is the attack where an intruder pretends to be another user?
What is the attack that floods a system to make it unavailable?

What is the full form of DoS?

10. What is the attack that resends a captured message at a later period?

Answers to Objective Type Questions

1. Confidentiality
2. Integrity

3. Availability

4. Passive

5. Active

6. Encryption

7. Masquerade

8. DoS

9. Denial of Services
10. Replay
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Assignments
1. Explain the importance of computer security in our daily life with suitable
examples.
2. Describe the three main components of the CIA Triad.
3. What is confidentiality in computer security? Give an example.
4. Differentiate between passive attacks and active attacks.

5. Write short notes on the following types of attacks: Masquerade, Replay,
and DoS.

Suggested Reading

1. Stallings, William. Cryptography and network security, 4/E. Pearson
Education India, 2006.

2. Stamp, Mark. Information security: principles and practice. John Wiley &
Sons, 2011.

3. Perlman, Radia, Charlie Kaufman, and Mike Speciner. Network security:
private communication in a public world. Pearson Education India, 2016.

. SGOU - SLM - FYUGP - MD Course - Information Security o



Security Services

Learning Qutcomes

At the end of this unit, the learner will be able to:

¢ define the term "security services" in Information Security.
¢ identify the three factors of authentication.
¢ list the main types of access control models.

¢ state the purpose of nonrepudiation and availability.

Prerequisites

In our daily life, we do many simple things to stay safe. We lock our house doors, use
passwords on our phones, and keep our secrets from sharing with strangers. These steps
help protect our belongings and personal information. In the same way, when we use
computers or mobile phones to send messages, save files, make online payments, or
attend online classes, we need to protect the digital information we share. This is where
security services in computer systems become important. These services help make
sure that only the right people can see the information, the data stays safe and unaltered,
and we can use the system whenever we need it.

Today, we store information digitally in almost every areas like academics, banking,
shopping, and even in hospitals. If these systems are not protected, our personal data
can be stolen or misused. If systems stop working at the wrong time, it may disrupt
the operations. This highlights the importance of creating awareness about information
security among everyone. In this unit, you will learn about the basic services that protect
digital systems like proving who you are (authentication), controlling what you can do
(access control), keeping data private (confidentiality), making sure data is not altered
(integrity), making you responsible for your actions (non-repudiation), and keeping
systems working (availability). These services help make the digital world safer and
more trustworthy for all of us.
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Keywords

Authentication, Access Control, Confidentiality, Integrity, Availability, Non-
repudiation

Discussion

1.2.1 Security Services

In Information Security, security services refer to essential functions that protect digital
information and communication systems from unauthorized access, misuse, alteration,
or loss. These services are designed to ensure that users and systems can trust the digital
environment in which they operate. Security services play a key role in achieving the
goals of confidentiality, integrity, availability, accountability, and authenticity. The
main security services are:

¢ Authentication
¢ Access Control
¢ Confidentiality
¢ Integrity

¢ Non-repudiation
¢ Availability

1.2.1.1 Authentication

Authentication is generally the first step in determining who is accessing the system. It
is the process of verifying the identity of a person or device trying to access the system
or service. The goal of authentication is to ensure that only legitimate users or systems
are allowed entry, and imposters are kept out.

Authentication answers the question: "Who are you?" When a user tries to access an
account or system, they are usually asked to provide credentials. These credentials can
be something they know (like a password), something they have (like an OTP sent to
their mobile device), or something they are (like a fingerprint or face ID). These are
known as the Three Factors of Authentication and are defined as below:

¢ Something you know (passwords, PINs) — Information that only the
legitimate users know

¢ Something you have (smart cards, security tokens) — Information that is in
the user’s possession

¢ Something you are (biometrics like fingerprints, retina scans, voice
recognition) — Biological characteristics of the user
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For example, logging into a college student portal with your student ID and password,
is a simple form of authentication. If the combination of student ID and password is
correct, the system allows access. But if someone else tries to guess the password for
the student ID, access will be denied for wrong password attempts. To improve security,
many systems depend on multi-factor authentication, where two or three factors of
authentication described above are combined to provide access. The most commonly
used method is called two-factor authentication (2FA), which combines two factors of
authentication for granting access. For example, in 2FA, a user must enter both their
password and a one-time password (OTP) sent to their mobile phone or email.

Advanced authentication methods are used in large organizations. Examples include
biometric systems in airports or digital certificates in secure emails. Failing to implement
proper authentication can lead to unauthorized access, data theft, identity fraud, and
serious legal or financial consequences.

1.2.1.2 Access Control

Once a user has been authenticated, the system needs to determine the actions the user
is allowed to perform. Access control is the process of limiting a user’s privileges to
specific files, programs, or services, based on the role assigned to them. This is based
on the below principles:

¢ Principle of least privilege: Users should be granted the minimum level of
access, to perform their tasks

¢ Need-to-know basis: Access to sensitive of critical information should be
restricted to only the legitimate users

For instance, in a school management software, the principal may be allowed to view
and edit all student records, the teachers can view and edit marks restricted to only for
their students, and the students can only view their marks.

There are three common models of access control:

¢ Discretionary Access Control (DAC): The user having ownership of the file
can set the access control policies on who can access it.

¢ Mandatory Access Control (MAC): Access right policy is strictly controlled
by a central authority (commonly, a security administrator) and user cannot
set the access controls themselves.

¢ Role-Based Access Control (RBAC): This is the widely adopted model of
access control, where permissions are assigned based on the role assigned to
the user within the organization. This means that the control is assigned for
the various roles in the organization. For example, a "Manager" role might
allow editing the reports, while a "Staff" role only allows viewing the same.

Access control uses predefined policies and evaluates them to provide permissions such

as read, write, execute, and delete, which are granted or denied to the requested users
as per the policies set. Without proper access control, a system becomes vulnerable
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to internal threats, such as employees accessing confidential information they are not
supposed to access.

1.2.1.3 Confidentiality

We have discussed the concept of Confidentiality in the previous unit. In everyday life,
we protect our secrets by locking our diaries, keeping passwords hidden, or not sharing
personal details with others. In the same way, computer systems also need to protect
private information like names, passwords, bank details, and messages from being seen
or stolen by others.

Imagine you are making an online payment using your card. You enter your name,
card number, and a special code. You expect that only you and the bank can see this
information. But what if someone else, like a hacker, tries to see what you’re sending?
If the system is not protected, your private data could be stolen and misused.

To prevent this, websites and apps use special techniques to hide your data while it is
being sent. This is like writing a message in a secret language that only the bank can
understand. Even if someone tries to read it, it will look like a bunch of random letters
and numbers to them. This is what we call "protecting confidentiality."

Data confidentiality is not only about hiding messages. It also includes:
¢ Setting strong passwords so that others can’t access your accounts.
¢ Using secure websites that start with “https” instead of just “http.”
¢ Not sharing personal information on unsafe apps or public networks.

If data confidentiality is not maintained, private information can be leaked, leading to
problems like identity theft, online fraud, or misuse of your account. That’s why all
organizations like schools, banks, hospitals must use tools and rules to keep your data
private and secure.

1.2.1.4 Integrity

We have discussed these concepts in the previous unit. Data integrity means that
information in a computer or digital system should stay correct, complete, and unaltered,
unless it is changed by someone who has proper permission. In simple words, integrity
makes sure that no one changes, deletes, or adds anything to the data without approval.

Imagine a student’s mark list is prepared by the teacher and sent to the college office for
final processing. The teacher entered the correct marks: 78 out of 100. But if someone
in between changes the mark to 48 or 98 without permission, it affects the student’s
result unfairly. This is a break in data integrity because the original information was
changed without approval.

Maintaining data integrity means making sure that:
¢ The information you store or send stays exactly the same.

¢ Any changes made to the data are done by trusted people.
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¢ If the data is changed by mistake or by someone else, the system should be
able to notice the change.

For example:

¢ When you download a file from a website, your computer checks if the file
is correct or has been changed. If the file is incomplete or someone added a
harmful program to it, the system can give a warning.

¢ In online banking, if you transfer X1,000, the bank must make sure that no
one changes the amount to X10,000 while the request is being processed.

Computer systems use special techniques to check whether the data is the same as it
was originally. Even if we don’t see these checks, they happen in the background. These
checks help protect against fraud, errors, and misuse.

1.2.1.5 Non-repudiation

Non-repudiation means that a person cannot deny their actions, be it sending a message,
placing an order, or making a payment. It helps make people accountable for their
actions in the digital world.

Let’s take an example. Suppose you make a payment through online banking and later
claim, “I didn’t do it.” But the system has a record of the transaction, including your
user 1D, the time and date, details of device used to access the website and the amount
of transaction. This record proves that you actually performed the transaction, which
cannot be denied. This helps avoid disputes between users and service providers.

Non-repudiation is achieved using the below-mentioned concepts:

¢ Digital Signatures: This methodology uses cryptography to verify the
sender’s identity. These are like electronic signatures that confirm the identity
of the sender.

¢ Timestamps: Timestamping a document or transaction help us in establishing
the clear timeline of events. These show the exact date and time when
something was done.

¢ Audit Logs: These are comprehensive records of all activities and transactions
performed in the system. This records the timestamps, user identity (based
on login information or other details), etc.

This service is very important in when it comes to online banking, government services,
and legal agreements. It helps to establish mutual trust and ensures that everyone takes
responsibility for their actions online.

1.2.1.6 Availability

The concept of availability was discussed in the previous unit. Availability means that
computer systems, apps, and data should be ready and working whenever people need
them. Even if a system is secure and has correct data, it is not useful if users cannot
access it at the right time.
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Think of a situation where students try to attend an online exam, but the website won’t
open. Or when someone tries to make an online payment, but the app keeps crashing.
These problems happen when the system is not available. Availability can be affected
by many reasons:

¢ The computer or server may break down (hardware failure).
¢ The software may have errors or bugs.
¢ The system may be under repair or maintenance.

¢ Sometimes, hackers may attack the system to make it stop working. For
example, in a Denial of Service (DoS) attack, they send thousands of fake
requests at once so the real users cannot access the service.

To prevent such issues, companies and organizations use several safety measures. They:
¢ Keep extra backup systems ready.
¢ Store data on the cloud, so it can be accessed from anywhere.
¢ Monitor the systems regularly to catch problems early.

¢ Distribute the work across many servers so no one system gets overloaded.

Availability is very important in places like hospitals, banks, transportation, and schools.
If the system is down at a critical time, it can cause problems like missing a patient’s
report, blocking a money transfer, or failing to submit an assignment.

Recap

¢ Security Services help protect digital data and systems from misuse,
unauthorized accesses and attacks.

¢ These services aim to ensure Confidentiality, Integrity, Availability,
Accountability, and Authenticity.

¢ Authentication:

» Verifies the identity of users or systems before allowing access

* Uses methods like passwords (knowledge-based), OTPs or smart cards
(possession-based), and biometrics (inherence-based).

¢ Access Control:

* Determines what resources a user can access after authentication.

*  Models include DAC (user-defined), MAC (strict and centralized), and
RBAC (based on user roles).
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Data Confidentiality:
» Keeps data private and safe from unauthorized users.

* Uses techniques like strong passwords, secure websites (HTTPS), and
data protection rules.

Data Integrity:

* Ensures that data is correct, complete, and not changed without
permission.

*  Helps detect tampering or errors using checks and alerts.
Nonrepudiation:

» Prevents users from denying actions or transactions they performed.

» Uses tools like digital signatures and timestamps for proof.
Availability:

* Ensures that systems and data are accessible when needed.

* Protected using backups, cloud systems, load balancers, and defense
against DoS attacks.

Objective Type Questions

8.

9.

What is the process of verifying a user’s identity called?

Which service ensures that only authorized users can access specific
resources?

What is the term for keeping information secret from unauthorized access?
Which service ensures data remains accurate and unaltered?

What service prevents a user from denying their action or message?
Which security service ensures that systems are available when needed?
Which type of attack can affect the availability of a system?

What kind of authentication uses fingerprints or facial recognition?

Name the type of authentication that uses passwords

10. What is the full form of OTP in authentication?
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Answers to Objective Type Questions

1. Authentication
2. Access Control
3. Confidentiality
4. Integrity

5. Nonrepudiation
6. Availability

7. DoS

8. Biometric

9. Knowledge-based

10. One Time Password

Assignments

1. What is meant by authentication? Explain with examples from daily life.
2. Describe the meaning of access control and how it helps protect information.
3. What is data confidentiality? Why is it important in online activities?

4. Explain the term data integrity and give a simple example where integrity is
important.

5. What do you understand about availability in computer systems? Why is it
needed?

Reference
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Symmetric Ciphers

Learning OQutcomes

After completing this unit, the learner will able to:

¢ define the terms plaintext, ciphertext, encryption, and decryption.

¢ identify the key components of a symmetric cipher model.

¢ list the different types of substitution ciphers.

¢ recognise the characteristics of the Caesar cipher and how it works.

¢ familiarise the basic concept of transposition ciphers.

Prerequisites

Emma and Jack want to send secret messages to each other without anyone else being
able to read them. Before they start, they agree on a special secret key that only the two
of them know. This key will be used to both scramble the messages at the sender end
and unscramble the messages at the receiver end.

When Emma writes a message to Jack, she does not send it in plain text. Instead, she
uses the secret key along with a special method for converting the message to coded
form using the key. The coded form looks like a random combination of letters and
numbers. This coded message is called ciphertext.

When Jack receives the ciphertext, he uses the same secret key and special method,
to decode the message back into plain text, to read Emma’s message. The special
method is called the encryption algorithm. Because Emma and Jack use the same key,
to lock (encrypt) as well as unlock (decrypt) their messages, this method of secure
communication is called a symmetric cipher. It is like having a single key that locks and
unlocks a treasure chest. This shared secret ensures that nobody can read their messages
and understand them without the secret key.

SGOU - SLM - FYUGP - MD Course - Information Security




Keywords

Plaintext, Ciphertext, Key, Encryption, Decryption,Digraphs

Discussion

1.3.1 Basics of Cryptography

Sarah wants to send a private message to her friend Tom. Rather than writing it in
normal words, she converts the message into a secret code so that only Tom can read it.
When Tom receives the coded message, he uses the special method Sarah shared with
him to decode it and see the original message. This ensures that only Sarah and Tom
understand what was communicated.

The original readable message is called Plaintext, whereas the transformed, unreadable
message is known as Ciphertext. The act of converting plaintext into ciphertext is
referred to as Encryption or Enciphering; reversing this process to recover the original
message is called Decryption or Deciphering.

The various methods used to perform encryption are studied in the field of Cryptography.
These methods are derived from mathematical concepts known as Cryptographic
Algorithms. Techniques aimed at decoding messages without prior knowledge of the
encryption process is called cryptanalysis, often described as “Breaking the Code” in
layman language. The combined study of cryptography and cryptanalysis is known as

Cryptology.
1.3.2 Symmetric Cipher Model

A symmetric encryption system consists of five key components as in Fig 1.3.1.

1. Plaintext: The original message or data that serves as input for the encryption
process.

2. Encryption Algorithm: This algorithm applies a series of substitutions and
transformations to the plaintext to encode the message.

3. Shared Secret Key: The secret key is input to the encryption algorithm and
is used for encrypting the plaintext as well as decrypting the ciphertext.

4. Ciphertext: The resulting scrambled message generated by the encryption
algorithm. The ciphertext appears as random data and is not understandable
on its own.

5. Decryption Algorithm: This algorithm is essentially the encryption process
reversed. It uses the ciphertext and the secret key to recover the original
plaintext.

o
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Fig 1.3.1 Simplified Model of Symmetric Encryption

1.3.3 Substitution Techniques

All encryption methods are fundamentally based on two core techniques: Substitution
and Transposition.

In a substitution technique, characters in the plaintext are replaced with different
characters, numbers, or symbols. If the plaintext is considered as a series of bits,
substitution means replacing specific patterns of plaintext bits with corresponding
patterns in the ciphertext.

1.3.3.1 Caesar Cipher

The simplest form of substitution cipher is called Caesar cipher. In this method, a
message is converted to cipher text by replacing each letter in the plain text with a letter
obtained after shifting a fixed number of steps. This number of steps, called the key, is
agreed upon by both the sender and the receiver. For example, if the key is 3, the letter
A becomes D, B becomes E, and so on as in Fig 1.3.2 To read the message, the receiver
shifts the letters back by the same number. This type of cipher is known as a substitution
cipher because each letter in the original message is substituted with a different one.
When the shift is specifically three, it is often called the Caesar cipher, named after
Julius Caesar who used it to protect his messages.

Plaintext (the message)

alt |t lalc]lkl]lalt]|]d]la]w|n

e.g., 'c’ is ‘a’ shifted by 2 e.g., 't is ‘d’ shifted by 2

clv | wv]clelm|lc|v|[fTlclyl|lp

Ciphertext (encrypted message)

Fig 1.3.2 Caesar Cipher
1.3.3.2 Monoalphabetic Cipher

A Monoalphabetic cipher is a type of substitution cipher where each letter in the
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plaintext is always replaced by the same letter in the ciphertext, based on a fixed key as
in Fig 1.3.3. This means that once a specific substitution is chosen, for example, if ‘A’
is replaced by ‘D’, then every time ‘A’ appears in the message, it will consistently be
encrypted as ‘D’ throughout the entire process. This consistency makes it more secure
than simpler ciphers like the Caesar cipher, but it is still vulnerable to techniques like
frequency analysis, where patterns in the letters can help an attacker guess the original
message.

Plaintext: hello Ciphertext: KHOOR

Fig 1.3.3 Monoalphabetic Cipher
1.3.3.3 Playfair Cipher

The Playfair cipher is an encryption method that secures information by encoding pairs
of letters (known as digraphs) rather than individual letters, offering greater protection
than basic substitution ciphers. It relies on a 5x5 grid of letters that is created using
a chosen keyword. Each letter of the alphabet appears once in the grid, with | and
J typically sharing a single space. To begin encryption, the plaintext is divided into
letter pairs. If a pair contains identical letters (like "LL"), a filler letter, often "X", is
inserted to separate them. The encryption of each pair follows specific rules depending
on whether the letters are in the same row, same column, or form the corners of a
rectangle within the grid.

1.3.3.4 Hill Cipher

The Hill cipher is a type of polygraphic substitution cipher (where blocks of letters
are encrypted together instead of encrypting letter-by-letter) that uses linear algebra
to encrypt messages. Unlike simple ciphers that work with individual letters or pairs,
the Hill cipher converts blocks of letters into vectors and then multiplies them by a
key matrix (a square grid of numbers). This key matrix, made from a set of numbers
corresponding to letters, is used to mix up the original message. The result is a set of
new numbers, which are then converted back into letters to form the ciphertext. For
decryption, the receiver must use the inverse of the key matrix to recover the original
message as in Fig 1.3.4.

[~ - 1 = — = — — —
Cipher — New — Plain
Key Matrix Text o Matrix MOD 26 — text _
matrix matrix
= “nxn m = nx1 - ~nx1 B = nx1

Fig 1.3.4 Hill Cipher
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1.3.3.5 Polyalphabetic Cipher

A Polyalphabetic cipher is a type of encryption technique that enhances security by
using multiple substitution alphabets. Unlike monoalphabetic ciphers, where each letter
in the plaintext is always replaced with the same letter in the ciphertext, polyalphabetic
ciphers vary the substitutions throughout the message. As a result, the same letter in
the original text can be encrypted in different ways, depending on its position and the
key applied. A popular example of this method is the Vigenére cipher, which relies on a
keyword to decide how much each letter in the plaintext should be shifted. This shifting
follows a repeated pattern based on the keyword, making it significantly more resistant
to attacks like frequency analysis.

1.3.3.6 One Time Pad

The One-Time Pad cipher is a form of polyalphabetic substitution that is regarded as
completely secure, provided it is used properly. It functions by combining the original
message (plaintext) with a randomly generated key, known as a pad, which must be
the same length as the message. Each character in the message is encrypted by shifting
it according to the corresponding character in the key as in Fig 1.3.5. For the system
to remain secure, the key must be truly random, used only once, and kept absolutely
secret. Since the key is both random and never reused, it makes the encrypted message
(ciphertext) impossible to decipher without access to the exact key.

Key: 4 3 1 2 5 6 7
Plaintext: attcackorp

O s L pon e

dun¢t¢t il ¢

W O amzxXYy Z
Ciphertext: TTNAAPTMTSUOCAODWCOIXEKNLS?

i I I"
Fig 1.3.5 One Time Pad

1.3.4 Transposition Ciphers

A Transposition cipher does not replace symbols with others; instead, it rearranges their
positions as in Fig 1.3.6. For example, a symbol that is first in the plaintext might end
up in the tenth position in the ciphertext, while a symbol originally in the eighth spot
might move to the first. In simple terms, a transposition cipher works by changing the
order of the characters in the message rather than altering the characters themselves.

Key: 4 31265¢617
Plaintext: attackp
os tpone
duntilH ¢t
woamxy z
Ciphertext: TTNAAPTMTSUOCAODWCOIXKNLYPETZ

Fig 1.3.6 Transposition Cipher
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1.3.4.1 Keyless Transposition Ciphers

Early forms of simple transposition ciphers used in the past did not rely on a key. There
are two basic approaches to rearranging characters. In the first approach, the message is
written into a grid column by column and then read row by row to create the ciphertext.
In the second approach, the text is entered row by row and then read off column by
column for transmission.

1.3.4.2 Keyed Transposition Ciphers

Keyless ciphers rearrange the characters by writing the plaintext in one pattern (such
as row by row) and reading it in a different pattern (such as column by column). This
reordering is applied to the entire plaintext to produce the complete ciphertext. An
alternative approach involves splitting the plaintext into fixed-size sections, known as
blocks, and then applying a key to rearrange the characters within each block individ-
ually.

Recap
¢ Cryptography is the study of methods to encrypt (convert plaintext to

ciphertext) and decrypt messages to ensure privacy.

¢ Plaintext is the original readable message; ciphertext is the unreadable
encrypted message.

¢ Symmetric encryption uses a single secret key for both encryption and
decryption.

¢ Key components of symmetric encryption include plaintext, encryption
algorithm, secret key, ciphertext, and decryption algorithm.

¢ Substitution techniques replace plaintext characters with other characters or
symbols.

¢ Caesar cipher shifts letters by a fixed number in the alphabet.

¢ Monoalphabetic cipher substitutes each letter consistently with another
letter.

¢ Playfair cipher encrypts pairs of letters using a 5x5 grid based on a keyword.
¢ Hill cipher uses linear algebra and a key matrix to encrypt blocks of letters.

¢ Polyalphabetic cipher uses multiple substitution alphabets; Vigenére cipher
is a popular example.

¢ One-Time Pad uses a truly random key of the same length as the message
and is considered perfectly secure.

¢ Transposition ciphers rearrange the order of characters without changing
them.
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¢ Keyless transposition ciphers reorder text by writing and reading in different
patterns.

¢ Keyed transposition ciphers use a key to rearrange characters within fixed-
size blocks.

Objective Type Questions

1. What is the original readable message called?

2. What is the unreadable encrypted message called?
3. What process converts plaintext into ciphertext?

4. What process converts ciphertext back to plaintext?

5. What type of encryption uses the same key for both encryption and
decryption?

6. What technique replaces plaintext characters with different characters or
symbols?

7. Which cipher shifts letters by a fixed number in the alphabet?

8. What cipher uses a 5x5 letter grid and encrypts letter pairs?

9. What cipher uses linear algebra and a key matrix?

10. What is the name of the cipher that uses multiple substitution alphabets?
11. Which cipher is considered perfectly secure if used correctly?

12. What type of cipher rearranges the order of characters without changing
them?

13. What do we call the secret input used in symmetric encryption?
14. What field studies encryption methods?

15. What is the process of breaking codes without knowledge of the encryption
called?

O
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Answers to Objective Type Questions

1. Plaintext

2. Ciphertext

3. Encryption
4. Decryption
5. Symmetric

6. Substitution

7. Caesar
8. Playfair
9. Hill

10. Polyalphabetic
11. One-Time Pad
12. Transposition
13. Key

14. Cryptography

15. Cryptanalysis

Assignments

1. Explain the difference between plaintext and ciphertext with examples.
2. Describe the key components of a symmetric cipher model.
3. Compare and contrast substitution and transposition ciphers.

4. Discuss how the Caesar cipher works and provide a simple encrypted
example using a key of 4.

5. Explain why the One-Time Pad cipher is considered perfectly secure when
used correctly.
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UNIT 4| Asymmetric Ciphers

Learning OQutcomes

After completing this unit, the learner will able to:

¢ define the principle of public key cryptosystems

¢ identify the key components of asymmetric encryption

¢ describe the RSA algorithm and its key generation process
¢ list the advantages of RSA encryption

¢ recognise common attacks on the RSA algorithm

Prerequisites

Imagine Alice wants to send a confidential message to her friend Bob. In the past, she
might have written the message on paper, placed it inside a locked box, and sent it
to Bob. The problem was that both of them needed to have the same key to lock and
unlock the box. If someone else got hold of the key, the message would no longer be
secure.

Now, imagine Bob could give Alice a unique kind of lock that anyone could use to
secure the box, but only Bob had the key to open it. Alice locks her message with this
special lock and sends it to Bob. Even if someone intercepts the box, they will not be
able to open it because only Bob’s private key can unlock it.

This concept forms the basis of public key cryptography. Instead of sharing a secret
key, Bob shares a public key that anyone can use to encrypt the messages sent to him,
while only Bob’s private key can decrypt them.

Making this system work requires some clever mathematics. This is where the RSA
comes in, created by three researchers, Rivest, Shamir and Adleman, who developed
a way to build this special kind of lock using large prime numbers and complex
calculations.
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Keywords
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Discussion
1.4.1 Principle of Public Key Cryptosystem

Suppose Alice wants to send a confidential message to Bob. Bob has a pair of keys—a
public key that he shares with others and a private key that he keeps secret. Alice
uses Bob’s public key to encrypt the message and sends it to him. Even if someone
intercepts the message, they cannot read it because only Bob’s private key can decrypt
it. This ensures that the communication remains secure, even though the encryption
key (public key) is openly shared.

Asymmetric key cryptography, also referred to as Public-key cryptography, involves
the use of a pair of keys: a public key and a private key. The public key is shared
openly and can be used by anyone to encrypt information. However, only the intended
recipient, who possesses the matching private key, is able to decrypt and access the
original message as in Fig 1.4.1.

Asymmetric encryption

—_— Il B0 —- I

e Af#1hrN

= | [eromon || 2% | [ommmpron ] (=]
T sdg25~f

Plain Text
Cipher Text Plain Text

b &

PUBLIC KEY SECRET KEY

Fig 1.4.1 Asymmetric Key Cryptosystem
1.4.1.1 Key Components

1. Plaintext - The original, readable message or data that is communicated to
the recipient.

2. Encryption Algorithm - A process that modifies the plaintext as per a
defined series of transformation, and creates the encrypted message.

3. Public and Private (Secret) Keys - A pair of keys used by an encryption
algorithm, where one is used to encrypt and the other is used to decrypt the

message.

4. Ciphertext - The encrypted, unreadable output created from the plaintext,
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using the encryption algorithm and the public key.

5. Decryption Algorithm - A process that converts the ciphertext into the
plaintext message, with the help of the encryption algorithm and the private
key (associated with the public key used for encryption).

1.4.2 RSA

RSA (Rivest-Shamir-Adleman) is a well-known asymmetric encryption method that
utilizes a pair of keys; one public and one private. As discussed above, one key is
confidential while the other is openly shared. The public key is used to encrypt
information, and the private key can decrypt it as in Fig 1.4.2. The RSA algorithm was
developed in 1977 by MIT researchers Ron Rivest, Adi Shamir, and Leonard Adleman,
after whom the technique is named.

Plain Text —.ﬂ ——s CipherText ﬁ — 4 Plain Text
1 t

Encryption Decryption
I Both Keys are different I
Recipient's Rexipiant’s
FPublic Key Private Key

Fig 1.4.2 RSA Algorithm

1.4.2.1 Working of RSA Algorithm

RSA works by factoring large numbers. To generate an RSA key pair, you start by
choosing two large prime numbers, p and q. These primes should be picked randomly
and must be different from each other. You then multiply them to get n, which is part of
both the public and private keys. Although n is shared publicly, p and q are kept secret.

Next, you calculate a special value called Euler’s Totient function using p and q. After
that, you pick a number e to be the encryption exponent (it should work well with the
totient). Finally, you calculate d, which is the decryption exponent.

The public key will be a combination of n and e, and the private key will be a combination
of n and d.

RSA Algorithm

1. Key Generation:
¢ Choose two large prime numbers (p and q)
¢ Calculate n = p*q

¢ Calculate Euler Totient function ®(n) as ®(n) = @(p * q) = @(p) * O(q)
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=(p-D*(@Q-1)

¢ Choose encryption exponent € where 1 <e <z and ged(e, ®(n)) =1

¢ Calculate decryption exponent d such that (d * ) = 1 mod ®(n)
¢ You can bundle private key pair as (n,d)
¢ You can bundle public key pair as (n,e)
2. Encryption:
¢ If the plaintext is m, ciphertext = me mod n.
3. Decryption

¢ [If the ciphertext is c, plaintext = cd mod n

1.4.2.2 Advantages of RSA

1. Secure Key Exchange: RSA can be used to create public-private key pair,
without actual exchange of keys. Due to this reason, RSA is often used for
secure key exchange between two parties, especially for TLS/SSL.

2. Improved Security: The algorithm is highly secure due to the difficulty of
factoring large integers.

1.4.2.3 Attacks on RSA

Five potential methods for attacking the RSA algorithm are as follows:

1. Plain Text Attacks: This method tries to deduce the private key by exploiting
knowledge of the plain text and cipher text.

2. Factorization Attacks: RSA relies on the difficulty of factoring large
numbers. The attackers try to factor the large number ‘n’ into p and q that
are used for calculation of the keys. Use of small or weak primes may be
susceptible to these attacks.

3. Timing Attacks: This type of side-channel attack analyses the time it takes
for the RSA algorithm to perform encryption or decryption operations. By
carefully measuring the time taken during these operations, attackers can
gather information about the private key. If processing time varies based on
input, attackers might infer parts of the key.

4. Key Related Vulnerabilities: RSA keys can be weak due to the below-
mentioned factors:

¢ Keys are too short (less than 2048 bits)

¢ Poor random number generation
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¢ Using the same modulus in multiple keys

5. Chosen Ciphertext Attacks (CCA): In this attack, the adversary selects

specific ciphertexts and feeds them into the RSA system to be decrypted to
learn about the private key.

Recap

Public key cryptosystem uses a public and private key pair.

The public key encrypts the message; only the private key can decrypt it.
Plaintext is the original readable message.

Ciphertext is the encrypted, unreadable message.

RSA is a widely used public key algorithm developed in 1977.

RSA relies on the difficulty of factoring large prime numbers.

RSA key generation involves selecting two large primes and computing n.
RSA provides secure communication and authentication.

RSA is faster in encryption than DSA.

Brute force attacks try all possible private keys.

Mathematical attacks attempt to factor n.

Timing attacks exploit decryption time to reveal key info.

Hardware fault attacks induce errors to leak private data.

Chosen ciphertext attacks exploit RSA structure with crafted inputs.

Objective Type Questions

. What type of cryptography uses a public and a private key?

. Which key is used to encrypt a message in a public key system?
. What is the original readable message called before encryption?
. What is the encrypted, unreadable form of a message called?

. Name the algorithm developed by Rivest, Shamir, and Adleman.
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6. What is the main mathematical principle RSA relies on?

7. What function is used to calculate the totient in RSA?

8. What type of attack measures processing time to extract key information?
9. What attack involves testing all possible private keys?

10. What type of attack uses deliberately crafted ciphertexts?

11. What key is kept secret in public key cryptography?

12. What ensures message integrity and prevents tampering in RSA?

13. What is used to transform ciphertext back into plaintext

Answers to Objective Type Questions

1. Asymmetric

2. Public key

3. Plaintext

4. Ciphertext

5. RSA

6. Factoring large prime numbers
7. Euler’s totient function
8. Timing attack

9. Brute force attack

10. Chosen ciphertext attack
11. Private key

12. Data integrity

13. Decryption algorithm
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Assignments

1. Https traffic on the internet uses a mix of symmetric and asymmetric key
cryptography. Prepare a short note on the advantages of this combination
and how the TLS protocol in these traffic works.

2. Identify the various situations where asymmetric key cryptography is used,
and why.

3. List down the most commonly used asymmetric key algorithms and the key
sizes recommended.

4. How does increasing RSA key size affect both security and computational
efficiency, and what key size would you recommend for a resource-limited
application?

5. Why is it critical to choose an encryption exponent e such that ged(e, ®(n))
=1 in RSA, and what are the potential consequences if this condition is not
met?
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Learning Qutcomes

After completion of this unit, the learner will be able to:

¢ cxplain the fundamental concepts of information and risk.

¢ identify the purpose of an Information Risk Management framework and
key international standards guiding risk management.

¢ describe the steps involved in the Information Risk Management process.

¢ discuss risk acceptance including criteria, processes, the roles and
responsibilities of stakeholders in decision-making.

¢ recognise strategies for risk avoidance and risk mitigation, and explain their
importance and challenges in practice.

Prerequisites

To truly grasp the strategies of risk acceptance, avoidance, and mitigation in
Information Risk Management (IRM), learners should first understand what “risk”
means in the digital world. In an era where data breaches make headlines such as the
famous Facebook data leak or ransomware attacks on hospitals, recognizing the basic
concepts of threats, vulnerabilitics, and assets becomes crucial. For example, knowing
how a weak password can be exploited by hackers helps learners understand why
some risks must be avoided entirely, while others may be accepted or reduced. A basic
understanding of cybersecurity principles, especially the CIA triad (Confidentiality,
Integrity, Availability), is essential to evaluate how an organization's information can
be compromised and what the consequences might be.

In today’s fast-paced digital world, every organization whether it’s a tech giant, a
hospital, or a neighborhood café faces threats to its data and systems. But how do
they decide what to protect, what to ignore, and what to fix? That’s exactly what this
unit will teach you. Information Risk Management is the art of making informed deci-
sions to protect what matters most. You’ll explore three core strategies: risk acceptance
(choosing to live with a risk), risk avoidance (eliminating a risk entirely), and risk
mitigation (reducing the impact or likelihood of a risk). By the end of this unit, you’ll
be able to think like a security-minded professional and make decisions that balance
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safety, cost, and business goals even in the face of real-world challenges.

® &

@] ANALYSMS

b N
fﬂ\ RESPENSE
Jj STRATEGIS g

Key Words

Risk, Framework, Standards, Acceptance, Avoidance, Mitigation

Discussion

2.1.1 Introduction to Information Risk Management

In the modern digital world, organizations of all sizes ranging from start-ups to large
enterprises depend heavily on technology and data. This reliance brings increased
exposure to cyber threats, data leaks, and system breakdowns. Information Risk
Management plays a vital role in addressing these challenges by helping businesses
recognize potential problems, assess their impact, and choose appropriate responses.
Whether it's accepting minor risks, avoiding serious threats, or reducing risks through
protective measures, these strategies are key to safeguarding valuable data, maintaining
smooth and uninterrupted operations. In this unit, you’ll explore the IRM process and
learn how they are applied in real-life situations.

Information Risk Management (IRM) is the process of identifying, assessing and
reducing risks associated with information (at rest, transit or use). These risks can come
from cyberattacks, system errors, software failures, or even accidental data loss. The
main goal is to protect important data from any compromise in the Confidentiality,
Integrity and Availability of the information. Information Risk Management helps
organizations decide whether to accept, avoid, or reduce risks based on how serious
they are and what impact they might have.
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This process is very important because businesses today depend heavily on digital
devices, networks and data to run operations smoothly. Loss of this information may
lead to severe consequences including financial losses, legal penalties, operational
disruptions or damage to the company’s reputation. Learning about Information
Risk Management helps understand how to protect digital information in real-world
scenarios.

To understand Information Risk Management more deeply, it’s important to first break
down the basic terms at its core risk and information. Information Risk Management
focuses on protecting valuable data from potential harm, but before we can manage that
risk, we must clearly understand what "risk" actually means in this context and what
types of "information" are at stake. Understanding these two key concepts will enable
you to understand how threats arise, what is to be protected, and why certain actions are
taken to prevent or respond to potential consequences. Let’s begin by looking at what
we mean by risk and information in the digital environment.

2.1.1.1 Definition of Information

Information is data that has been processed, organized, or structured in a way that
makes it meaningful and useful. While raw data consists of individual facts, numbers,
or symbols without context, information gives that data purpose by helping people
understand patterns, draw conclusions, or make decisions. For example, a list of
numbers becomes information when we recognize them as monthly sales figures and
use them to analyze business performance.

In digital systems and organizations, information can include text documents, emails,
databases, images, or any digital content that holds value. It is a critical asset used
in communication, planning, and operations. Protecting this information is essential
because it often includes sensitive content such as customer details, financial records,
or trade secrets. As technology advances, the way we store, access, and manage
information becomes more complex, making the safe handling of information a key
part of risk management in information security.

2.1.1.2 What is a Risk?

Risk is the possibility or likelihood of an event or action that may cause harm, loss, or
an unwanted outcome, by exploiting the weaknesses of the system. Risk exists in many
forms such as financial risks, safety risks, or health risks and is present in everyday
life. In general, risk combines two key factors: the likelihood that something bad will
happen and the impact it will have if the event happens. Understanding risk allows
individuals and organizations to prepare for challenges and make informed decisions to
reduce potential damage.

In the context of information systems, risk refers specifically to the chance that digital
data or technology may be compromised, lost, or misused. This can happen through
cyberattacks, hardware failures, software bugs, or human errors. For example, if a
company’s database is not properly secured, there is a risk that hackers might access
sensitive customer information. By identifying and analyzing such risks, organizations
can decide whether to accept the risk, avoid it, or take steps to reduce the probability
or impact of the risks; actions that are central to the practice of Information Risk
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Management.

Understanding the different types of information risks is essential for protecting an
organization’s data and digital systems. In today’s connected world, threats can come
from various sources both internal and external and may lead to data loss, financial
damage, or reputational harm. By recognizing common information risks, organizations
and individuals can take steps to reduce their impact and respond effectively when
problems occur. Below is a list of typical information risk examples that highlight the
diverse challenges faced in managing digital information securely.

¢ Data Breaches: Unauthorized access or disclosure of sensitive personal or
business information.

¢ Phishing Attacks: Fake emails or messages impersonating trustworthy
entities, tricking users into revealing sensitive information.

¢ Malware Infections: Special software designed to harm systems or leak
sensitive information. (e.g. Viruses, worms, ransomware, spyware, etc.).

¢ Insider Threats: Employees or trusted individuals misusing access to harm
the organization, intentionally or unintentionally.

¢ Unpatched Software Vulnerabilities: Failing to update software fixes
released by companies, leaving systems open to known exploits.

¢ Weak Passwords: Passwords that are easily guessable or reused across
multiple accounts or default passwords for a product, increasing the risk of
unauthorized access.

¢ Data Loss or Corruption: Loss of information due to accidental deletion,
hardware failure, or system crash.

¢ Physical Theft: Stolen laptops, hard drives, or USB devices containing
sensitive data.

2.1.1.3 Why is Risk Management Important?

Risk management is important because it helps organizations find and fix problems
before they are exploited. In today’s world, businesses face many risks like hackers,
system failures, or accidental faults. If these risks are not handled appropriately, they
can lead to financial loss, legal issues, or affect a company's reputation. By managing
risks, organizations can keep their information safe and continue working smoothly.
Risk management is crucial for organizations due to the following reasons:

1. Minimize Losses: Effective risk management helps organizations identify
potential threats and vulnerabilities, enabling them to implement measures
to prevent or mitigate losses. By proactively managing risks, organizations
can reduce the financial, operational, and reputational impact of incidents.

2. Regulatory Compliance: Many industries have specific regulations and
compliance requirements related to information security and privacy.
Implementing risk management practices helps organizations meet these
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obligations, avoiding penalties, legal issues, and reputational damage.

3. Business Continuity: By identifying and addressing risks, organizations
enhance their ability to maintain essential operations and services during
disruptive events. Risk management strategies, such as backup and recovery
plans, incident response procedures, and disaster recovery measures,
contribute to business continuity and resilience.

4. Decision Making: Risk management provides organizations with a structured
approach to decision-making. It helps leaders make informed choices by
considering potential risks and benefits, thereby minimizing uncertainty and
improving the likelihood of achieving business objectives.

2.1.2 Information Risk Management Framework

An Information Risk Management (IRM) Framework is a structured approach
used by organizations to identify, assess, respond to, and monitor information-related
risks. It provides a repeatable process that aligns with business goals and regulatory
requirements. A strong IRM framework ensures that risks to data and information
systems are managed consistently and effectively across the organization. It serves as
a roadmap, guiding organizations in identifying, assessing, managing and monitoring
risks. An Information Security framework typically includes the following components:

1. Risk Identification: Systematically identifying all potential threats and
vulnerabilities affecting information assets, including software, hardware,
personnel and processes. This step involves conducting risk assessments,
vulnerability assessments, and considering external factors such as industry
regulations and emerging threats.

2. Risk Assessment: Assessing the likelihood and impact of identified risks.
This analysis helps prioritize risks based on their severity and potential
consequences, enabling the organization to focus on the most critical threats.
Risk analysis may involve qualitative or quantitative approaches, depending
on the organization's capabilities and requirements.

3. RiskMitigation: Developing strategies to mitigate or manage identified risks.
This may include implementing security controls, risk transfer mechanisms
(such as insurance), risk acceptance, or risk avoidance measures. The risk
mitigation phase involves making informed decisions on how to best address
and reduce risks.

4. Risk Governance: Establishing roles, responsibilities, and accountability
for managing information risks within the organization. This includes
defining risk management policies, procedures, and guidelines. This helps
the organization to maintain an oversight of the risk management process of
the organization.

5. Risk Communication and Reporting: Effective communication is
crucial for successful risk management. Organizations should ensure that
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stakeholders are aware of the risks, controls, and the organization's overall
risk posture.

2.1.3 Standards for Information Risk Management

To manage information risks effectively, organizations need to follow well-established
guidelines that ensure consistency, security, and compliance. That’s where standards
for Information Risk Management come in. These standards provide best practices
and structured approaches to protect information assets, manage risks and ensure
compliance. By using internationally recognized standards such as ISO/IEC 27005,
NIST Risk Management Framework (RMF), and others (Table 2.1.1), organizations
can improve their risk management processes, protect sensitive information, and meet
legal and regulatory requirements.

1. ISO/IEC 27005

ISO/IEC 27005 is a global standard that provides guidelines for managing information
security risks. It is closely linked to ISO/IEC 27001 and supports implementation of
Information Security Management System (ISMS). ISO 27005 focuses specifically on
the risk management part, guiding organizations through identifying, assessing, treating,
and monitoring risks related to their information assets. It emphasizes a structured and
repeatable risk management lifecycle, allowing organizations to protect their assets
while aligning with business objectives. This standard does not prescribe specific risk
assessment methods, making it flexible for different industries and risk environments.

2. ISO/IEC 27001

ISO/IEC 27001 is the leading international standard for establishing, implementing,
maintaining, and continually improving an Information Security Management
System (ISMS). While it covers a broad range of security controls, it also includes
the requirement for performing information risk assessments. Organizations use ISO
27001 to ensure they systematically examine risks, implement appropriate controls, and
remain compliant with laws and customer expectations. Being certified in ISO 27001
demonstrates a strong commitment to security and risk management.

3. NIST Risk Management Framework (RMF)

The NIST RMF, developed by the National Institute of Standards and Technology
(USA), 1s widely used by federal agencies and organizations that work with them
and provides a structured, seven-step process designed to integrate security and risk
management into the system development life cycle of the organization. These steps
include preparing, categorizing information systems, selecting and implementing
controls, assessing effectiveness, authorizing systems and monitoring continuously.
NIST RMF helps organizations manage risks associated with their systems and data
in a way that supports compliance with U.S. government regulations such as FISMA
(Federal Information Security Management Act).

4. FAIR (Factor Analysis of Information Risk)

FAIR is a standard risk analysis model that focuses on quantifying information risk
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and is used to analyze, understand and measure information security risks. Unlike other
frameworks that are qualitative, FAIR helps organizations understand the potential cost
of risk events by estimating the frequency of loss event and magnitude of loss. This
approach allows business leaders to make more informed decisions about where to
invest in risk reduction. FAIR is often used alongside other standards like ISO 27001 to
bring a more analytical view to information risk management.

5. Corporate Security Operations and Enterprise Risk Management (COSO ERM)

COSO ERM is a broad framework designed for enterprise-wide risk management,
and represents an integrated approach where traditional security operations are
aligned with enterprise-wide risk management processes. COSO emphasizes aligning
risk management with strategic goals, enhancing performance, and creating value.
It supports integrated thinking about risk across departments, helping organizations
build a risk-aware culture. For organizations looking to combine IT risk with financial,
operational, or compliance risks, COSO provides a holistic approach.

Table 2.1.1 Comparison of major Information Risk Management standards

Standard What It Focuses On Main Purpose Who Uses It
ISO/IEC Managing information | Guides risk identification o .
27005 security risk and treatment Organizations with ISMS
ISO/IEC Information Security Sets up and maintains Oreanizations worldwide
27001 Management ISMS &
NIST RMF Risk management for IT Integratqs risk into US government and
systems system lifecycle contractors
uantitying risk mn easures potentia usinesses wanting cost
AR Quantifying risk i M b 1 Busi ing
financial terms financial loss insight
COSO ERM Enterprise-wide risk Aligns risk with business Orge_tmzatlons managing
management goals all risks

2.1.4 Information Risk Management Process

The risk management process is a step-by-step approach that organizations use to
identify, assess, respond to, and monitor information-related risks. It helps businesses
understand what could go wrong, how serious the impact might be, and what actions to
take to reduce or handle those risks. Following a structured process ensures that risks are
managed consistently and effectively, helping organizations protect their information,
assets, and operations. The Information Risk Management process involves several key
steps (Fig 2.1.1) that organizations should follow to effectively manage information
risks.

1. Risk Identification

This is the first and most critical step in the risk management process. It involves
systematically identifying all potential threats that could negatively affect the
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organization’s operations, assets, reputation, or objectives. Risks can come from internal
sources (e.g., system failures, employee errors) or external sources (e.g., cyberattacks,
natural disasters, supplier issues). Approaches like brainstorming, SWOT analysis,
checklists, and incident history reviews are commonly used.

Fig 2.1.1 Risk Management Process

2. Risk Analysis

After identifying risks, each one is analyzed to understand its nature, cause, and potential
consequences. This step involves assessing both the likelihood (probability) of the
risk occurring and the impact (severity) it will have if the event happens. The result is
often expressed as a risk level (e.g., high, medium, low) using a risk matrix.

3. Risk Evaluation

In this step, the results from the analysis are compared with the organization’s risk
tolerance, the level of risk the business is willing to accept. Based on this comparison,
risks are prioritized. This helps decision-makers determine which risks require
immediate treatment, which can be monitored, and which can be accepted.

4. Risk Treatment (or Response Planning)

Once risks are evaluated, an appropriate strategy is selected to address each of the
identified risks. The four common risk treatment options include:

¢ Accepting the risk when the impact is minimal or unavoidable.

¢ Avoiding the risk by changing plans or stopping the risky activity.
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¢ Mitigating the risk by implementing controls or safeguards to reduce its
likelihood or impact.

¢ Transferring the risk to another party, such as through insurance or
outsourcing.

5. Risk Monitoring and Review

Risk management is not a one-time activity. Risks evolve over time due to changes in
technology, business processes, or external conditions. This step involves continuously
monitoring identified risks, checking the effectiveness of controls, and identifying
new risks. Periodic reviews help ensure the risk management plan remains current and
effective.

6. Communication and Consultation

Effective risk management requires open communication among all stakeholders. This
step ensures that everyone involved employees, managers, [T teams, and possibly
external partners understands the risks, the decisions taken, and their responsibilities.
Clear communication helps build a risk-aware culture in the organization.

7. Documentation and Reporting

Accurate documentation is essential for transparency, accountability, and future
learning. This step involves recording all risk-related activities, including identified
risks, decisions made, actions taken, and performance of controls. Reports can support
audits, compliance checks, and management reviews.

In the field of Information Risk Management, organizations identify and evaluate
potential threats to their information assets, and then choose appropriate strategies to
manage those risks. These strategies can vary depending on the level of risk, available
resources, and business priorities. One common and practical approach among these
is risk acceptance. Instead of investing time and resources to eliminate every minor
threat, organizations may choose to accept certain risks that are deemed low-impact
or unlikely to occur. This leads to the next important concept in risk management is
understanding when and why risk acceptance is a suitable decision.

2.1.5 Risk Acceptance

In the process of managing risks, organizations often face situations where avoiding or
reducing a particular risk is either too costly or unnecessary. Not all risks are harmful
enough to demand action. Sometimes, risks are minor, unlikely to occur, or fall within
the organization’s comfort zone, referred to as its risk tolerance. In such cases, choosing
to accept the risk can be a logical and efficient strategy, especially when resources need
to be prioritized for more significant threats.

Risk acceptance is a formal decision to acknowledge the existence of a specific
risk and take no immediate action to reduce, transfer, or avoid it. Instead, the risk is
monitored and managed at its current level, with the understanding that it is unlikely
to significantly harm the organization. This approach is typically documented and
approved by management, ensuring that the decision is deliberate, transparent, and
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aligned with overall business priorities.

When studying the concept of risk acceptance, two concepts need to be defined as
tolerability and acceptability. Tolerability refers to the willingness to live with risk
to ensure certain benefits so long that it will be adequately controlled. In this sense,
tolerating a risk means that we do not consider it insignificant or something that we
could or should ignore, but rather something that we should keep under review and
reduce further if we can. Acceptability, on the other hand, means that for the business
values and missions as they stand, we are prepared to take and accept the risk as is.

2.1.5.1 Criteria for Risk Acceptance

Before an organization decides to accept a risk, certain criteria must be evaluated to
ensure the decision is reasonable, strategic, and aligned with business objectives. These
criteria help determine whether accepting the risk is appropriate, based on its impact,
likelihood, and relevance to the organization’s risk appetite.

One of the key criteria is the risk level, a combination of the risk’s likelihood and
potential impact. If the risk is assessed as low or moderate and does not threaten
critical operations, it may be considered acceptable. Another important factor is the
cost of mitigation; if addressing the risk would require excessive resources compared
to the potential damage it might cause, acceptance becomes a practical option. The
organization’s risk appetite also plays a crucial role; risks that fall within the acceptable
tolerance level can often be accepted without further action. Finally, legal, regulatory,
and contractual requirements must be considered risks that violate compliance standards
cannot be accepted casually, even if they seem minor.

By applying these criteria, organizations ensure that risk acceptance decisions are not
made arbitrarily but are based on thoughtful analysis and responsible governance.

2.1.5.2 Risk Acceptance Process

The risk acceptance process is a formal method through which an organization evaluates
a risk and decides to accept it without taking further mitigation steps. This process
ensures that such decisions are made consciously, responsibly, and in alignment with
business objectives and risk management policies.

The process (Fig 2.1.2) begins when there is a need to evaluate a potential risk. This
may arise from a new project, a change in operations, or identification of a possible
threat that could impact objectives. Initiating the process ensures that risks are not
ignored and are handled in a structured way. Steps involved are:

1. Identify the Risk: In this step, the specific risk is clearly identified. This
includes understanding what the risk is, where it originates from, and what
part of the system, project, or organization it may affect. Proper identification
lays the foundation for effective risk management.

2. Assess Likelihood and Impact: Once the risk is identified, it is analyzed in
terms of how likely it is to occur and how severe the consequences would
be if it did. This helps in prioritizing the risk and understanding the level of
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threat it poses.

3. Compare with Risk Appetite: The assessed risk is then compared to the
organization’s risk appetite, which is the level of risk the organization is
willing to tolerate. This helps determine whether the risk is acceptable or
needs further action.

4. Is Risk Within Acceptable Limits?: At this decision point, it is evaluated
whether the risk falls within the acceptable range. If the risk exceeds
those limits, it cannot be accepted in its current form and must go through
mitigation or transfer steps.

IDENTIFY RISK

!

ASSESS LIKELIHOOD
AND IMPACT

!

COMPARE WITH RISK
APPETITE

!

IS RISK WITHIN

ACCEPTABLE
LIMITS?

MAKE DECISION TO

ACCEPT RISK
l CONSIDER
MITIGATION OR
DOCUMENT RISK TRANSFER
ACCEPTANCE
DETAILS

!

OBTAIN FORMAL
APPROVAL

!

MONITOR RISK
CONTINUOUSLY

Fig 2.1.2 Risk Acceptance Process

5. Consider Mitigation or Transfer: If the risk is too high, the organization
must take action to reduce its likelihood or impact (mitigation), or shift the
risk to another party (transfer), such as through insurance or outsourcing.

6. Make Decision to Accept Risk: If the risk is found to be within acceptable
limits or has been successfully reduced to an acceptable level, a formal
decision is made to accept the risk.
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7. Document Risk Acceptance Details: After deciding to accept the risk, all
relevant details such as the nature of the risk, why it was accepted, and any
conditions or controls in place are documented for future reference and
accountability.

8. Obtain Formal Approval: The documented decision must be reviewed and
approved by the appropriate authorities or management. This ensures that
there is oversight and that everyone involved agrees with the decision to
accept the risk.

9. Monitor Risk Continuously: Even after acceptance, the risk is continuously
monitored to track any changes in its likelihood or impact. This ensures that
if the risk grows or conditions change, appropriate action can be taken.

Finally, the process concludes, but monitoring continues as part of overall risk
management. The accepted risk remains under observation to ensure it stays within
control and does not threaten the organization’s goals.

2.1.5.3 Roles and Responsibilities

In Information Risk Management, Risk Acceptance is a strategic decision where an
organization acknowledges a risk and chooses not to take any immediate action to
mitigate it. This typically happens when the risk level is within the organization’s risk
appetite or when the cost of mitigation outweighs the benefit. The process involves
multiple roles and well-defined responsibilities to ensure accountability and alignment
with organizational goals.

1. Senior Management / Executives
¢ Role: Final decision-makers for accepting significant or enterprise-level risks.
¢ Responsibilities:

» Define the organization’s risk appetite and tolerance levels.

* Approve or reject risk acceptance proposals based on impact, likelihood, and
alignment with business objectives.

* Ensure that accepted risks are documented and regularly reviewed.
» Allocate resources if residual risks require monitoring or contingency plans.
2. Chief Risk Officer (CRO) / Risk Manager

¢ Role: Oversee the risk management framework and provide guidance on risk
evaluation and decision-making.

¢ Responsibilities:

* Develop and update risk management strategy and risk acceptance
frameworks.

» Facilitate identification, assessment and evaluation of risks for acceptance as
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defined by the organization.
* Ensure proper documentation and communication of accepted risks.
* Report accepted risks to senior leadership and regulatory bodies (if required).
3. Information System Owners / Business Unit Leaders

¢ Role: Own the systems or processes exposed to risk and are directly affected by
the decision to accept it.

¢ Responsibilities:
» Evaluate operational impact and consult with risk and security teams.
* Recommend acceptance of risks that fall within acceptable limits.
* Implement compensating controls (if needed) to manage residual risk.
*  Monitor the risk for any changes that may require re-evaluation.

4. Risk Assessment Team / Analysts

¢ Role: Conduct detailed risk analysis and provide recommendations.

¢ Responsibilities:

* Identify and quantify risks using structured methods (e.g., qualitative or
quantitative analysis).

* Document risk scenarios, potential impacts, and likelihood.

* Recommend whether to mitigate, transfer, avoid, or accept the risk.

* Provide evidence and rationale to support risk acceptance decisions.
5. Internal Audit / Compliance Team

¢ Role: Ensure that risk acceptance practices comply with internal policies and
regulatory requirements.

¢ Responsibilities:
* Review risk acceptance decisions for consistency and accountability.
» Verify that accepted risks are logged, justified, and reviewed periodically.
* Audit the effectiveness of risk acceptance controls and documentation.
* Flag non-compliance or outdated accepted risks for re-evaluation.
6. IT/ Operations Team
¢ Role: Implement technical controls and monitor the risk landscape.

¢ Responsibilities:
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* Provide data and insights for accurate risk assessment.
» Support ongoing monitoring of accepted risks.

* Escalate any incidents that might indicate a change in the risk’s status or
severity.

Risk acceptance is a shared responsibility that spans across multiple roles in an
organization. Clear assignment of responsibilities helps ensure that the decision to accept
a risk is informed, justified, and aligned with the organization’s strategic objectives and
regulatory obligations.

2.1.6 Risk Avoidance

In the field of Information Risk Management, protecting sensitive data and ensuring
system integrity are top priorities. One of the most proactive strategies for managing
risk is risk avoidance. This approach focuses on completely eliminating exposure
to a potential threat by not engaging in activities or decisions that could lead to a
security risk. Risk avoidance is often the first line of defense, especially when the
possible consequences of a threat are unacceptable or unmanageable. For example, an
organization might decide not to use a certain outdated software system that has known
vulnerabilities, even if it is cost-effective. By avoiding the use of this system altogether,
the organization removes the risk of potential cyberattacks associated with it.

Risk avoidance is defined as a risk response strategy in which an organization takes
active steps to eliminate the source of a threat or remove itself from exposure to that
threat entirely. In other words, instead of managing or reducing the risk, the organization
chooses not to engage in the activity that introduces the risk. This approach is typically
used when the risk level is high and cannot be reduced to an acceptable level through
mitigation alone.

2.1.6.1 Importance of Risk Avoidance

Risk avoidance plays a crucial role in an organization’s risk management strategy. Its
importance can be summarized as follows:

¢ Prevention of Losses: By eliminating risky actions altogether, organizations
can prevent data breaches, financial losses, and legal consequences.

¢ Improved Security Posture: Avoidance helps maintain a secure environment
by steering clear of known threats and vulnerabilities.

¢ Cost-Effectiveness: While risk avoidance may sometimes seem expensive,
it can save money in the long term by avoiding the costs of incident response,
legal penalties, and reputational damage.

¢ Support for Regulatory Compliance: Avoiding certain high-risk practices
ensures compliance with security standards, laws, and regulations.

¢ Focus on Safer Alternatives: Encourages the organization to adopt more
secure technologies, policies, or business models.
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2.1.6.2 Strategies for Risk Avoidance

In Information risk management, simply identifying a risk is not enough organizations
must decide how to respond effectively. One proactive approach is risk avoidance,
which involves completely eliminating activities or conditions that could lead to
potential harm. To implement this approach successfully, organizations must adopt
specific strategies designed to prevent the risk from arising in the first place. These
strategies vary depending on the type of risk, the organization's operations, and available
resources. By selecting the right avoidance techniques, businesses can protect their
information assets and maintain secure, compliant systems.

Risk avoidance involves completely eliminating exposure to potential threats by
avoiding risky actions, decisions, or environments. Below are some commonly used
strategies organizations adopt to implement risk avoidance effectively in the context of
information risk management:

1. Eliminating Risk-Prone Activities

One of the most direct strategies for risk avoidance is to eliminate activities that pose
a significant threat to the organization’s information systems. This means choosing not
to engage in operations, services, or projects that are known to be high-risk or difficult
to secure. For example, an organization might decide against launching a public-facing
web application if it cannot ensure the required level of security, thereby avoiding
potential vulnerabilities and attacks.

2. Replacing Insecure Systems

Many organizations continue to use outdated or unsupported systems that no longer
receive security updates, which exposes them to known vulnerabilities. A key
avoidance strategy is to phase out such systems and replace them with modern and
secure alternatives. By doing so, the organization eliminates the risk associated with
legacy software and reduces the chances of exploitation using known attack vectors.

3. Restricting Access and Privileges

Limiting access to sensitive data and critical systems is another important strategy.
By implementing the principle of least privilege, users are granted access only to the
information and functions necessary for their job roles. This minimizes the risk of
internal threats, accidental misuse, or data breaches. Avoiding excessive access rights
significantly reduces the organization’s attack surface.

4. Avoiding External Dependencies

Relying on third-party vendors or services can introduce risks if they do not follow
adequate security practices. Risk avoidance in this context involves thoroughly vetting
external providers or, in some cases, avoiding their partnership. For instance, a company
might decide not to use a cloud service provider that does not comply with the data
encryption standard set by the organization or do not confirm regulatory compliance,
thereby preventing data exposure.
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S. Disabling High-Risk Features

Certain features in IT systems like USB ports, remote desktop access, or file-sharing
tools can serve as entry points for malware and unauthorized access. Disabling or
restricting these high-risk scenarios helps organizations avoid specific threats. For
example, disabling USB access on employee computers can prevent data theft and virus
transmission through portable devices.

6. Banning Bring Your Own Device (BYOD)

Allowing employees to use personal devices for work can compromise data security
if those devices are not properly secured. To avoid these risks, many organizations
implement a no-BYOD policy, meaning employees must use only organization-issued
and managed devices. This approach prevents unauthorized software, weak device
security, and unmonitored data transfer.

7. Changing Business Processes

Sometimes, the way a task is performed introduces risk. In such cases, modifying the
process to eliminate risky steps is an effective strategy. For instance, a company might
shift from manually processing customer information to using secure, encrypted digital
forms. This avoids the risk of data loss, theft, or exposure associated with paper-based
systems.

8. Avoiding Internet-Exposed Systems

Systems that are directly accessible via the internet are more vulnerable to cyberattacks.
A strategy for avoiding this risk involves isolating critical systems from the public
network or using internal-only access controls. For example, keeping sensitive databases
offline or on a private network ensures that they cannot be targeted by external attackers,
thus eliminating a major source of risk. A more feasible and common approach is to
whitelist the outgoing communications from these machines, securing the device using
proper configuration and integrating them with tools that can detect any malicious
activity.

These strategies focus on proactive decision-making and risk prevention, often requiring
organizations to make trade-offs in functionality, cost, or convenience in exchange for a
more secure and stable environment.

2.1.7 Risk Mitigation

In today’s digital environment, organizations constantly face risks that can impact the
confidentiality, integrity, and availability of their information systems. These risks
may come from cyberattacks, system failures, human errors, or natural disasters. To
protect vital data and maintain business continuity, it is essential to manage these risks
effectively. One of the most proactive approaches in this process is risk mitigation.

Risk mitigation refers to taking steps to reduce the likelihood or impact of those potential
threats to information systems identified. It involves designing and implementing
strategies, controls, and safeguards to minimize the effect of risks to an acceptable
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level. The goal is not always to eliminate risk entirely, but to manage it in a way that
aligns with the organization’s risk appetite.

Risk mitigation is a critical component of information risk management because it helps
prevent data breaches, system disruptions, and financial losses. By applying effective
mitigation measures, organizations can protect sensitive information, comply with legal
and regulatory requirements, and ensure operational stability. It also supports informed
decision-making and builds stakeholder confidence by demonstrating a commitment to
security and risk control. Without proper mitigation, even minor risks can escalate into
major incidents.

2.1.7.1 Risk Mitigation Planning

Risk Mitigation Planning is the process of identifying actions and strategies to reduce
the likelihood or impact of risks that could affect an organization’s operations, assets, or
information systems. Unlike risk avoidance (which aims to eliminate the risk entirely),
risk mitigation focuses on minimizing the negative effects of risks through proactive
measures.

The main goal is to ensure that even if a risk occurs, its consequences are manageable
and do not seriously disrupt business activities. Risk mitigation is a critical part of the
risk treatment phase in the risk management process. The key steps in Risk Mitigation
Planning are:

¢ Identify Risks to Mitigate: Focus on risks that are high-impact and/or high-
likelihood, based on risk assessment results.

¢ Analyze Risk Causes and Effects: Understand the root causes and how the
risk could affect systems, data, or business processes.

¢ Develop Mitigation Strategies: Plan specific actions to reduce the risk. This
might include:

* Implementing security controls (e.g., firewalls, encryption)
» Updating software and systems regularly

» Training employees on cybersecurity

* Backing up data and having disaster recovery plans

* Enhancing physical or network security

¢ Assign Roles and Resources: Clearly define who is responsible for each
action, and allocate the time, tools, or budget needed.

¢ SetTimelines and Monitor: Create a schedule for implementing the mitigation
plan and set milestones to track progress.

¢ Review and Adjust as Needed: Continuously monitor the effectiveness of
mitigation actions and update the plan if new risks arise or if circumstances
change.
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Risk mitigation planning is a vital part of managing information risks effectively.
By identifying potential threats and taking proactive steps to reduce their impact,
organizations can protect their critical data, maintain operations, and avoid costly
disruptions. A well-prepared mitigation plan not only strengthens security but also
builds confidence among stakeholders, ensuring that the organization is ready to face
challenges with resilience and control. As risks continue to evolve, regular updates and
monitoring of the mitigation plan are essential for long-term success.

2.1.7.2 Types of Risk Mitigation Strategies

In the field of information risk management, it is essential to have effective strategies
in place to deal with potential threats. Risk mitigation strategies are approaches used
to reduce the likelihood or impact of risks that can affect an organization's information
systems. These strategies help organizations manage risks in a planned and structured
way, allowing them to maintain operational stability and protect sensitive data. Depending
on the nature and severity of the risk, different mitigation techniques such as avoiding,
reducing, transferring, accepting, or sharing risk can be applied. Understanding these
strategies enables organizations to make informed decisions and respond to risks more

effectively. Strategies are defined below:
1. Risk Avoidance

Risk avoidance is a proactive strategy where an organization completely eliminates the
possibility of a risk by choosing not to engage in the activity that introduces it. This is
the most effective way to deal with a risk because it removes the threat altogether. For
example, if a business identifies that using a certain outdated software poses serious
security vulnerabilities, it may choose not to install or use that software at all. While
this strategy eliminates risk, it may also lead to lost opportunities if beneficial actions
are avoided due to potential risks.

2. Risk Reduction (Risk Control)

Risk reduction involves taking steps to lessen either the likelihood of a risk occurring or
the severity of its impact. This is one of the most commonly used strategies in information
risk management. Measures like implementing strong access controls, conducting
regular system updates, training employees on security practices, and backing up data
are all examples of reducing risk. While risk is not completely eliminated, its potential
damage is minimized to a manageable level.

3. Risk Transfer

Risk transfer shifts the burden of risk to a third party, typically through contracts or
insurance. For instance, a company may purchase cyber liability insurance to cover
losses in the event of a data breach, or it may outsource IT services to a managed
service provider who then assumes the associated risks. This strategy is useful when
an organization does not have the resources or expertise to manage certain risks on its
own. However, it is important to ensure that the third party is reliable and capable of
handling the transferred risk.
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4. Risk Acceptance

Risk acceptance occurs when an organization decides to take no immediate action to
deal with a risk, usually because the risk is minor or the cost of mitigation is higher than
the potential impact. This strategy is suitable for risks that are low in both likelihood
and impact. However, even when accepting a risk, it should still be documented and
monitored to ensure it does not escalate unexpectedly. This approach requires a clear
understanding of the organization’s risk appetite and informed decision-making.

5. Risk Sharing

Risk sharing involves distributing the risk among several parties, such as in joint
ventures, partnerships, or shared infrastructure arrangements. Each party agrees
to take on a portion of the risk and responsibility. For example, in cloud computing
environments, both the service provider and the customer may share the responsibility
for data security. This strategy promotes collaboration and can reduce the burden on
a single entity, but it also requires clear agreements and trust between all involved
stakeholders.

In conclusion, applying the right risk mitigation strategies is vital for safeguarding
an organization’s information assets and ensuring business continuity. Each strategy
whether it involves avoiding, reducing, transferring, accepting, or sharing risk serves
a specific purpose and should be selected based on the nature of the risk and the
organization's risk tolerance. A well-thought-out combination of these strategies allows
for better control over potential threats and minimizes disruptions. By understanding
and implementing these approaches, organizations can strengthen their risk management
practices and build greater resilience against future uncertainties.

2.1.7.3 Challenges in Risk Mitigation

While risk mitigation is a key part of managing information security, putting it into
practice is not always easy. Organizations often face several challenges when trying to
reduce or control risks. These challenges can range from limited resources and chang-
ing technologies to human errors and lack of awareness. Understanding these obstacles
is important because it helps businesses plan better, improve their risk strategies, and
stay prepared for potential threats. Some challenges are:

1. Identifying All Possible Risks

It is often difficult to identify every potential risk, especially in complex or rapidly
changing environments. Unknown or emerging threats may go unnoticed until damage
occurs.

2. Lack of Resources

Many organizations, especially small or medium-sized ones, struggle with limited bud-
gets, staff, or tools to implement effective mitigation strategies. This can result in only
partial protection or delays in addressing known risks.

3. Changing Technology and Threat Landscape

e SGOU - SLM - FYUGP - MD Course - Information Security m




As new technologies (e.g., cloud computing, [oT, Al) are adopted, they introduce new
risks that evolve quickly. Keeping up with these changes and updating mitigation plans
regularly can be challenging.

4. Human Error and Lack of Awareness

Even with strong technical controls, human mistakes like clicking phishing links or
misconfiguring systems remain a major risk. Without proper training and awareness,
mitigation efforts may fail.

5. Difficulty in Prioritization

When multiple risks are identified, it can be hard to decide which to address first. Poor
prioritization may lead to resources being spent on low-impact risks while high-impact
ones remain untreated.

6. Resistance to Change

Employees or departments may resist new controls or procedures, especially if they
affect convenience or workflow. This lack of support can reduce the effectiveness of
mitigation measures.

7. Lack of Continuous Monitoring

Many organizations treat risk mitigation as a one-time task instead of an ongoing pro-
cess. Without regular review and monitoring, outdated plans may leave the system
vulnerable.

In summary, risk mitigation presents a number of obstacles that organizations must
overcome even though it is crucial for information security and business resilience.
Every barrier can reduce the efficiency of risk control initiatives, from scarce resources
and changing threats to human mistake and change resistance. The first step in devel-
oping more robust and flexible mitigation solutions is acknowledging these difficulties.
Organizations may strengthen their risk posture and better protect their vital assets with
careful planning, ongoing observation, and employee awareness.

This unit has provided a comprehensive understanding of Information Risk Manage-
ment and its essential components. Beginning with the basic definitions of information
and risk, it highlighted the importance of managing risks to protect organizational assets
and ensure continuity. The unit explained key frameworks, international standards, and
detailed processes involved in identifying, assessing, and treating risks. It also explored
various approaches such as risk acceptance, avoidance, and mitigation, along with their
criteria, planning methods, and practical challenges. By understanding these concepts
and strategies, learners are better equipped to contribute to effective risk management
practices in real-world information systems and environments.
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Recap

¢ Information Risk Management is the process of identifying, analyzing, and
responding to risks that could affect an organization's information and IT
systems.

¢ Information refers to processed, meaningful data that is valuable for decision-
making, communication, and operations.

¢ Risk is the possibility of loss, damage, or disruption due to threats exploiting
vulnerabilities in systems or processes.

¢ Risk Management is important because it helps organizations protect
sensitive data, reduce losses, ensure compliance, and maintain business
continuity.

¢ An Information Risk Management Framework provides a structured
approach and policies for managing risks across an organization.

¢ Standards such as ISO/IEC 27001, ISO/IEC 27005, NIST RME, COSO, and
FAIR guide best practices for managing information-related risks.

¢ TheRisk Management Process includes steps like risk identification, analysis,
evaluation, treatment, monitoring, communication, and documentation.

¢ Risk Acceptance means knowingly choosing to accept a certain level of
risk without taking further action, usually when the risk is low or cost of
treatment is high.

¢ Criteria for Risk Acceptance include low impact, low likelihood, alignment
with risk appetite, and availability of recovery options.

¢ The Risk Acceptance Process involves identifying the risk, analyzing its
impact, comparing it with risk appetite, and formally deciding to accept it.

¢ Roles and Responsibilities in risk management include top management
(decision-making), I'T/security teams (assessment and treatment), and staff
(risk awareness and compliance).

¢ Risk Avoidance involves taking steps to completely eliminate a risk, often
by not engaging in risky activities or changing business plans.

¢ The importance of Risk Avoidance lies in its ability to completely prevent
certain threats, especially when consequences are severe or unacceptable.

¢ Strategies for Risk Avoidance include using alternative technologies,
cancelling high-risk projects, and redesigning systems or processes.

¢ Risk Mitigation is the act of reducing the likelihood or impact of a risk
through security measures, controls, or operational changes.
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¢ Common Types of Risk Mitigation Strategies include preventive controls,
detective controls, corrective actions, and contingency planning.

¢ Risk Mitigation Planning involves selecting risks to address, analyzing
their causes, designing response actions, assigning responsibilities, and
monitoring outcomes.

¢ Challenges in Risk Mitigation include limited budgets, rapidly evolving
threats, human error, resistance to change, and prioritization difficulties.

¢ Effective communication and documentation are key in every phase of risk
management to ensure understanding, accountability, and compliance.

¢ Asuccessful Information Risk Management strategy balances security needs
with business goals, making it a critical skill for modern professionals.

Objective Type Questions

1. What is the main focus of Information Risk Management (IRM)?
2. What is the key difference between data and information?

3. What does risk refer to?

4. What does ISO/IEC 27005 focus on?

5. What is the main benefit of using risk management standards?
6. Which framework is commonly used by U.S. federal agencies?
7. What does FAIR primarily focus on?

8. What is risk governance?

9. What are the two key aspects of risk analysis?

10. What is one method of risk treatment?

11. What is data loss due to hardware failure an example of?

12. What are the four common risk treatment options?

13. What does the term 'risk acceptance' refer to?

14. What does 'tolerability' mean in the context of risk?

15. What does 'acceptability' mean in risk management?
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16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

What is one key criterion for accepting a risk?

What is the first step in the risk acceptance process?

What is the final step in the risk acceptance process?

Who provides final approval for risk acceptance decisions?
What is the role of the CISO or Risk Manager in risk acceptance?
What is the role of the internal audit team in risk acceptance?
Why is documentation important in risk acceptance?

What is the main goal of risk avoidance?

What is one key benefit of risk avoidance?

What is a strategy for avoiding external dependency risks?
Why do organizations ban BYOD (Bring Your Own Device)?
What is the main aim of risk mitigation?

Name one risk mitigation technique.

What is the first step in mitigation planning?

What is risk reduction also called?

Answers to Objective Type Questions

. Protecting information and digital systems.

Information is processed and meaningful data.
Possibility of harm or loss.

Information security risk management.
Ensure consistency and legal compliance.
NIST RMF.

Financial impact of risk.
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8. Leadership and accountability in risk management.

9. Likelihood and impact.

10. Risk acceptance.

11. Information risk.

12. Accept, Avoid, Mitigate, Transfer.

13. Choosing to acknowledge a risk without taking immediate action.
14. Willingness to live with a risk if adequately controlled.

15. Being prepared to accept a risk based on business values and mission.
16. The risk level is low or moderate.

17. Identify the risk.

18. Monitor risk continuously.

19. Senior Management or Executives.

20. To guide evaluation and ensure policy compliance.

21. To ensure decisions comply with policy and are periodically reviewed.
22. For accountability and reference.

23. To completely eliminate exposure to potential threats.

24. Prevention of losses.

25. Avoiding third-party services lacking proper security practices.
26. To avoid data security risks from unmanaged personal devices.
27. To reduce the likelihood or impact of risks.

28. Implementing firewalls.

29. Identify risks to mitigate.

30. Risk control.
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Assignments

1. Explain the Information Risk Management Process in detail. How does each
step contribute to minimizing information-related threats?

2. Define Risk Acceptance in the context of Information Risk Management.
Describe its criteria, process, and the roles and responsibilities involved in
making a risk acceptance decision.

3. Discuss the concept of Risk Avoidance and its significance in Information
Risk Management. Explain various strategies of risk avoidance with suitable
examples.

4. What are the different types of Risk Mitigation Strategies used in information
systems? Explain each strategy in detail and outline how Risk Mitigation
Planning is carried out.

5. Explain the framework of Information Risk Management. How do standards
support effective risk management practices in organizations?
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UNIT 21 Risk Assessment

Learning Qutcomes

After completion of this unit, the learner will be able to:

¢ explain the definition and significance of risk assessment in information risk
management.

¢ identify and define key terms related to risk assessment.
¢ describe the process, importance and challenges of risk identification.
¢ compare and contrast qualitative and quantitative risk analysis methods.

¢ recognise the tools and software to enhance risk assessment accuracy and
efficiency.

Prerequisites

In the modern digital world, the majority of students already know that businesses
use computers, networks, and software to run their day-to-day operations. Important
information is stored and processed by online banking systems, medical databases,
and e-commerce websites, as you may have observed. Serious harm may result from
these technologies being vulnerable to issues like hacking, data leaks, or software
malfunctions. The performance, reputation, and even legal status of a company can
all be impacted by these issues, which are referred to as risks. Reliability and safety of
information systems depend on knowing how to handle such hazards.

Before beginning this unit, you should have a basic understanding of information risk
management. This includes knowing key terms like risk, threat, vulnerability, asset, and
impact. You should also be familiar with the idea that protecting information is not just
about using antivirus software or firewalls, but about making informed decisions on
how to handle different types of risks. If you have already studied the risk management
process, frameworks, or the importance of security policies, you are well-prepared to
move forward with this unit.

This unit will help you go a step further by teaching you how to identify risks using
specific techniques, and how to analyze those risks to understand their likelihood and
impact. You will explore real-world examples from industries such as banking, health-
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care, and retail, where effective risk assessment can prevent major losses. Whether you
are interested in cybersecurity, IT management, auditing, or business continuity, the
skills you gain from this unit will be highly valuable. By connecting what you already
know with new tools and methods, this unit will give you the confidence to recognize
and manage risks in any organization.

Keywords

Identification, Analysis, Expected Monetary Value (EMV), Monte Carlo Simulation,

Risk Tolerance

Discussion
2.2.1 Introduction to Risk Assessment

Risk assessment is a fundamental part of information risk management. It involves
identifying potential threats and vulnerabilities that could harm an organization’s
information systems, and then analyzing the likelihood and impact of these risks. The
main purpose of risk assessment is to provide a structured approach to understanding
where risks exist and how serious they are. By doing so, organizations can make
informed decisions about how to manage and reduce risks before they result in damage
or loss. Risk assessment is not just about technology; it also considers people, processes,
and external factors that may affect the security and integrity of information.

Given the prevalence of data breaches, cyberattacks, and system failures in today's
digital environment, risk assessment is essential to safeguarding private data and
preserving business continuity. A retail online business might, for instance, evaluate
the possibility that a website vulnerability could leak consumer data. The business can
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use the results to determine whether to monitor the weakness, remedy it right away, or
shift the risk through insurance. This proactive method boosts adherence to legal and
regulatory standards while lowering unanticipated events. Risk assessment is, all things
considered, a crucial phase that helps businesses to prioritize security initiatives and
create more robust, resilient systems.

2.2.1.1 Definition and Importance of Risk Assessment

Risk assessment is the systematic process of identifying, analyzing, and evaluating
potential risks that could negatively affect an organization's assets, operations, or
objectives. In the context of information risk management, it involves examining
threats, vulnerabilities, and the potential impact on information systems to determine
the likelihood and severity of adverse events. The goal is to support informed decision-
making by prioritizing risks and guiding the selection of appropriate risk responses
such as mitigation, transfer, acceptance, or avoidance.

In today’s digital landscape, organizations face a wide range of risks that can disrupt
operations, compromise sensitive data, and damage reputations. Risk assessment is
important because it provides a structured approach to identifying and evaluating these
potential threats. It helps organizations understand where they are most vulnerable and
what consequences may arise if those risks are not addressed. By recognizing risks
early, businesses can implement effective controls, ensure regulatory compliance, and
support long-term stability and success. The importance of risk assessment are:

1. Enhances Security Posture: Conducting regular risk assessments enables
organizations to proactively identify and fix security weaknesses before they
are exploited, thereby strengthening overall cybersecurity resilience.

2. Prevents Financial Losses: By anticipating and mitigating risks,
organizations can avoid costly incidents such as data breaches, system
downtimes, legal penalties, and loss of customer trust.

3. Supports Business Continuity: Risk assessment is vital for developing
effective business continuity and disaster recovery plans. It ensures that
critical functions can continue during and after a disruptive event.

4. Promotes Accountability and Awareness: It assigns responsibility
for managing specific risks, raising awareness among stakeholders and
employees about their roles in maintaining security.

5. Improves Strategic Planning: By integrating risk assessment into strategic
planning, organizations can align their security measures with business
goals, ensuring long-term sustainability and competitiveness.

2.2.1.2 Key terms in Risk Assessment

Understanding risk assessment requires familiarity with several essential terms and
concepts that form the foundation of the process. Below are key terms commonly used
in the context of information risk management:
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¢ Risk: The potential for loss, damage, or disruption to an organization's assets
or operations due to a threat exploiting a vulnerability.

¢ Threat: Any event or circumstance with the potential to cause harm to an
information system, such as cyber-attacks, natural disasters, or human errors.

¢ Vulnerability: A weakness or flaw in a system, process, or control that can be
exploited by a threat to gain unauthorized access or cause damage.

¢ Likelihood: The probability that a specific threat will successfully exploit a
vulnerability and result in a risk event.

¢ Impact: The extent of damage or loss that an organization could suffer if a
risk materializes, often measured in financial, reputational, or operational
terms.

¢ Risk Appetite: The level of risk an organization is willing to accept in pursuit
of its objectives, without implementing additional controls.

¢ Risk Tolerance: The acceptable variation in outcomes related to specific
risks, often narrower than risk appetite.

¢ Risk Treatment: The process of selecting and implementing measures
to manage identified risks. Common strategies include risk avoidance,
mitigation, transfer, and acceptance.

¢ Control (or Safeguard): A measure or mechanism put in place to reduce the
likelihood or impact of a risk, such as firewalls, access controls, or security
policies.

¢ Residual Risk: The level of risk remaining after controls have been applied,
which must still be monitored and managed.

These key concepts help professionals systematically approach risk assessment and
ensure effective decision-making in protecting organizational assets.

2.2.1.3 Risk Assessment Process

The risk assessment process is a structured approach used to identify, analyze, and
evaluate risks that could impact an organization's operations and assets. This process is
a critical part of information risk management and typically involves the following key
steps (Fig 2.2.1):

1. Risk Identification: In this initial step, potential threats and vulnerabilities
that could affect the organization are identified. This includes internal and
external risks, such as cyber threats, hardware failures, human errors, and
natural disasters.

2. Risk Analysis: Once risks are identified, they are analyzed to determine their
likelihood of occurrence and the potential impact on the organization. This
analysis can be qualitative (using descriptive ratings like high, medium, low)
or quantitative (using numerical values and probabilities).
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3. Risk Evaluation: The analyzed risks are then compared against the
organization's risk criteria or risk appetite to determine which risks are
acceptable and which require treatment. This helps prioritize risks based on
their severity.

4. Risk Treatment (Response Planning): For risks that are deemed unacceptable,
appropriate risk treatment strategies are selected. These may include risk
mitigation (reducing the impact or likelihood), risk avoidance (eliminating
the risk), risk transfer (outsourcing or insuring against the risk), or risk
acceptance (tolerating the risk with monitoring).

5. Monitoring and Review: Risks and control measures must be continually
monitored to ensure they remain effective and relevant. New risks may
emerge, and existing risks may change in nature over time.

6. Communication and Consultation: Throughout the process, effective
communication with stakeholders ensures that everyone understands the
risks, decisions, and responsibilities. It also supports transparency and better
coordination.

Fig 2.2.1 Risk Assessment Process

This step-by-step process helps organizations manage their information risks
systematically and make informed, proactive decisions to protect their assets and
achieve business objectives.

2.2.2 Risk Identification

Imagine running a business without knowing what could go wrong, unexpected
cyberattacks, system failures, or even human errors could disrupt everything. That’s
where risk identification becomes essential. It is the first step in protecting valuable
information and ensuring smooth operations. By identifying risks early, organizations
can stay ahead of threats rather than reacting after damage is done. This topic introduces
you to the process of spotting hidden dangers in an information system and prepares
you to think critically and proactively, an essential skill in today’s digitally connected
world.

Risk identification is the first and foundational step in the risk assessment process. It
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involves systematically recognizing and documenting potential threats, vulnerabilities,
and events that could negatively impact an organization’s information assets, operations,
or objectives. This step focuses on understanding what could go wrong, how it could
happen, and what assets or processes might be affected. It includes identifying
both internal and external sources of risk, such as technical failures, human errors,
cyberattacks, regulatory changes, or natural disasters.

The importance of risk identification lies in its ability to provide a clear picture of the risk
landscape facing an organization. Without identifying risks accurately, it is impossible
to analyze, evaluate, or manage them effectively. Early identification helps prevent
surprises and enables proactive planning. It also ensures that resources are focused on
the most critical risks, thereby improving security, supporting compliance efforts, and
enhancing business continuity. In short, effective risk identification lays the groundwork
for making informed and strategic decisions in information risk management.

2.2.2.1 Risk Identification Techniques

Risk identification involves using various techniques to uncover potential threats and
vulnerabilities that may impact an organization. These techniques help gather relevant
information, analyze systems and processes, and ensure a comprehensive view of
possible risks. Below are some commonly used risk identification techniques in
information risk management:

1. Brainstorming: A group-based method where team members collaboratively
generate a list of potential risks. This encourages creative thinking and the
sharing of diverse perspectives, especially when participants come from
different departments.

2. Checklists: Predefined lists of known risks or common failure points are
used to ensure that no standard risk is overlooked. Checklists are particularly
useful for routine assessments or industries with established risk patterns.

3. Interviews and Questionnaires: Risk-related information is gathered by
interviewing stakeholders or through structured questionnaires. This
technique helps capture expert opinions and real-world experiences from
those familiar with the system or process.

4. SWOT Analysis (Strengths, Weaknesses, Opportunities, Threats): SWOT
helps identify internal weaknesses and external threats, providing a strategic
view of potential risks. It also reveals areas where the organization is most
vulnerable or can improve.

5. Flowcharting and Process Mapping: Visual representations of business
processes help pinpoint where risks may arise during operations. It’s
particularly useful foridentifying bottlenecks, weak controls, or dependencies.

6. Expert Judgment: Consulting subject matter experts allows organizations

to benefit from experience and industry insights. Experts can often identify
complex or less obvious risks that others might miss.
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7. Historical Data Analysis: Reviewing past incidents, audit reports, or security
breaches helps identify recurring risks and trends. It provides a data-driven
foundation for recognizing patterns and anticipating future issues.

8. Delphi Technique: A structured method that involves multiple rounds of
anonymous expert input, with feedback provided after each round. It helps
achieve consensus on risk factors in complex or uncertain situations.

These techniques can be used individually or in combination to ensure a thorough and
accurate identification of risks, forming a solid base for the risk assessment process.

2.2.2.2 Challenges in Risk Identification

Identifying risks accurately is a critical first step in effective Information Risk
Management. However, the process of risk identification often presents numerous
challenges that can hinder an organization’s ability to fully understand and prepare for
potential threats. Factors such as the complexity of modern IT environments, rapidly
evolving cyber threats, limited resources, and communication gaps can all contribute
to incomplete or inaccurate risk identification. Recognizing and addressing these
challenges is essential for building a strong risk management foundation and ensuring
that all significant risks are properly identified and managed. Risk identification faces
several challenges:

1. Incomplete Understanding of the Environment: Organizations may lack full
visibility into all their information assets, systems, and processes, leading to
overlooked risks.

2. Rapidly Evolving Threats: New vulnerabilities and attack methods
continuously emerge, making it difficult to identify all relevant risks
promptly.

3. Complexity of Systems: Modern IT environments are often complex and
interconnected, complicating the identification of all possible risk points.

4. Lack of Expertise: Insufficient knowledge or experience among staff can
hinder recognizing potential risks accurately.

5. Poor Communication and Collaboration: Without effective coordination
between departments and stakeholders, important risks may be missed or
misunderstood.

6. Bias and Assumptions: Preconceived notions or underestimating risks can
lead to ignoring less obvious but significant threats.

7. Resource Limitations: Time, budget, and tool constraints can limit thorough
risk identification efforts.

Overcoming these challenges requires a structured approach, continuous monitoring,
stakeholder involvement, and the use of appropriate tools to ensure a comprehensive
identification of risks.
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2.2.3 Risk Analysis

Every organization collects and relies on vast amounts of information, but what happens
when that information is at risk? Risk analysis is the critical step that helps us move
from simply identifying risks to truly understanding them. It allows us to assess the
chances of a threat occurring and the impact it could have, helping prioritize which risks
need immediate attention. Exploring risk analysis opens the door to real-world problem
solving, strategic thinking, and the ability to protect valuable digital assets. This topic
invites you to become a proactive thinker in the world of information security.

Risk Analysis is a systematic process used in Information Risk Management to
identify, evaluate, and understand the nature, sources, and potential impacts of risks
to an organization's information assets. It involves examining the likelihood of risk
events occurring and assessing the consequences they may have on confidentiality,
integrity, and availability of information. The goal of risk analysis is to provide a clear
understanding of risks to support informed decision-making on how to manage and
mitigate them effectively.

Risk Analysis is crucial because it helps organizations prioritize their efforts and
resources by identifying the most significant threats and vulnerabilities that could affect
critical information assets. It enables management to make informed choices about
risk mitigation strategies, balancing costs with benefits. Without proper risk analysis,
organizations may either overlook serious risks or spend unnecessarily on low-priority
issues. Ultimately, risk analysis ensures a proactive approach to protect sensitive data,
maintain business continuity, comply with regulations, and safeguard an organization's
reputation.

2.2.3.1 Risk Analysis Process

The risk analysis process in Information Risk Management involves a series of
structured steps to identify, evaluate, and understand risks affecting information assets.
The main steps include:

1. Identify Assets: Determine and list the information assets that need protection,
such as data, hardware, software, and processes.

2. Identify Threats: Recognize potential sources of harm or events that could
exploit vulnerabilities, including cyber-attacks, human errors, natural
disasters, or system failures.

3. Identify Vulnerabilities: Analyze weaknesses in the system or controls that
could be exploited by threats, such as outdated software, lack of encryption,
or insufficient policies.

4. Assess Likelihood: Estimate the probability of each identified threat
exploiting a vulnerability, based on historical data, expert judgment, or other
relevant information.

5. Assess Impact: Evaluate the potential consequences or damage to the
organization if a risk event occurs, including financial loss, legal penalties,
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reputational damage, or operational disruption.

6. Determine Risk Level: Combine the likelihood and impact assessments to
calculate the overall risk level, often using qualitative or quantitative scales.

7. Prioritize Risks: Rank the risks based on their level to focus on the most
critical ones that require immediate attention or mitigation.

8. Document and Report: Record the findings and communicate them to
stakeholders to support decision-making and planning.

This process helps organizations systematically understand their risk landscape and
supports the development of effective risk management strategies.

2.2.3.2 Classification of Risk Analysis Methods

Risk analysis methods in Information Risk Management can be broadly classified into
two main categories based on their approach to evaluating risks:

Qualitative Risk Analysis Methods

W"""Hﬂw_ Risk Matrix
' — Risk Categorization

s

;_:‘«,__{- Risk Ranking and Prioritization

Quantitative Risk Analysis
Methods
Expected Monetary Value
Monte Carlo Simulation
Fault Tree Analysis
| Decision Tree Analysis

Fig 2.2.2 Classification of Risk Analysis Methods

1. Qualitative Risk Analysis Methods: These methods rely on subjective
judgment, descriptive categories, and expert opinions to assess and prioritize
risks. They often use tools like risk matrices, risk ranking, and categorization
to provide a quick and practical understanding of risk severity without
requiring precise numerical data. Qualitative analysis is useful for initial
risk screening, especially when detailed data is scarce.

2. Quantitative Risk Analysis Methods: Quantitative methods use numerical
data, statistical techniques, and mathematical models to measure the
likelihood and impact of risks in measurable terms, such as probabilities or
monetary values. Techniques like Expected Monetary Value (EMV), Monte
Carlo simulation, fault tree analysis, and decision trees allow organizations
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to perform detailed, data-driven risk assessments. These methods support
precise risk prioritization and cost-benefit analysis but often require more
resources and expertise.

This classification (Fig 2.2.2) helps organizations select appropriate risk analysis
techniques based on the context, objectives, and available information.

2.2.3.3 Qualitative Risk Analysis Methods

Qualitative Risk Analysis is a method used in Information Risk Management to evaluate
risks based on subjective judgment rather than precise numerical data. It involves
assessing the likelihood of risk events and their potential impact using descriptive
categories such as High, Medium, or Low. This approach helps prioritize risks quickly
and efficiently, especially when detailed quantitative data is unavailable or when a broad
understanding of risks is sufficient. Some important types of qualitative risk analysis
are:

1. Risk Matrix

A Risk Matrix is a visual tool that plots the likelihood (probability) of a risk occurring
against its impact (severity) on a grid. Each risk is placed in the matrix based on its
assessed probability and impact, typically classified into categories such as Low,
Medium, or High. This helps organizations quickly identify which risks pose the
greatest threat and prioritize their responses effectively.

2. Risk Categorization

Risk Categorization involves grouping identified risks into logical categories such as
technical, operational, financial, legal, or environmental risks. Categorizing risks helps
in organizing and analyzing them more systematically, making it easier to identify
common causes or areas needing focused risk management efforts.

3. Risk Ranking and Prioritization

After risks are 1dentified and assessed, risk ranking and prioritization involves ordering
risks based on their combined likelihood and impact scores. This ranking helps decision-
makers focus on the most critical risks first, ensuring that resources are allocated
efficiently to mitigate or monitor those risks that could have the most significant effect
on the organization.

2.2.3.3 Quantitative Risk Analysis Methods

Quantitative Risk Analysis is a systematic approach in Information Risk Management
that uses numerical data and statistical techniques to measure and evaluate the probability
and impact of identified risks. This method assigns concrete values, often financial, to
the potential consequences of risks, enabling organizations to estimate expected losses,
forecast outcomes, and make data-driven decisions about risk treatment. Quantitative
analysis provides precise, measurable insights that support detailed cost-benefit
assessments and prioritization of risk mitigation efforts. Some common Quantitative
Risk Analysis Methods used in Information Risk Management:
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1. Expected Monetary Value (EMV)

Calculates the average expected loss or gain by multiplying the probability of a risk
event by its potential monetary impact. EMV helps prioritize risks based on their
financial significance.

2. Monte Carlo Simulation

A computer-based technique that runs thousands of simulations to model different
risk scenarios with varying inputs. It provides a probability distribution of outcomes,
helping organizations understand risk variability and make informed decisions.

3. Fault Tree Analysis (FTA)

A top-down, graphical method that breaks down a system failure or risk event into its
contributing causes, assigning probabilities to each. FTA helps identify root causes and
calculate the likelihood of the overall risk.

4. Decision Tree Analysis

Maps out different decision paths and possible outcomes, assigning probabilities and
impacts to each branch. This method helps evaluate options and choose the most
beneficial risk management strategy.

5. Sensitivity Analysis

Examines how changes in input variables affect the outcome of a risk model. It identifies
which factors have the greatest influence on risk, guiding where mitigation efforts
should focus.

2.2.4 Comparison of Qualitative and Quantitative Methods

In Information Risk Management, understanding and assessing risks effectively is
critical to protecting an organization's information assets. Two primary approaches,
qualitative and quantitative risk analysis are commonly used to evaluate risks. While
both aim to identify and prioritize risks, they differ significantly in their techniques,
data requirements, and outcomes. Qualitative methods rely on subjective judgment and
descriptive categories to provide a quick overview of risk severity, whereas quantitative
methods use numerical data and statistical tools to deliver precise measurements of risk
probability and impact. Comparing (Table 2.2.1) these methods helps organizations
choose the most suitable approach based on their specific needs, resources, and the
complexity of their risk environment.

Table 2.2.1 Comparison of Qualitative and Quantitative Methods

Aspect Qualitative Risk Analysis Quantitative Risk Analysis
Subjective, based on judgment | Objective, based on numerical data and
Approach . e
and experience statistics
Data Requires less detailed or no Requires detailed, accurate data and
Requirements precise data metrics
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Aspect Qualitative Risk Analysis Quantitative Risk Analysis
Uses descriptive categories Uses numerical values (probabilities,
Assessment Type . . .
(High, Medium, Low) monetary impact)
Complexity Simple and quick to perform More complex and time-consuming
Risk rankings, risk categories, | Quantified risk values, probabilities,
Output . . e 3
risk matrices financial impact estimates
Good for initial risk screening | Useful for detailed analysis, cost-
Usefulness Y : D .
and prioritization benefit evaluation, and decision making
Tools Risk matrices, expert Monte Carlo simulation, Expected
interviews, SWOT analysis Monetary Value (EMV), decision trees
Accuracy Less precise, more subjective | More precise, data-driven
Resource Lower, requires fewer Higher, requires more expertise and
Requirements resources computational tools

2.2.5 Tools and Software for Risk Assessment

In Information Risk Management, various tools and software solutions assist
organizations in identifying, analyzing, and managing risks efficiently. These tools help
automate parts of the risk assessment process, improve accuracy, and support decision-
making. Common types of risk assessment tools include:

¢ Risk Management Platforms: Comprehensive software suites like RSA
Archer, MetricStream, and IBM OpenPages offer integrated risk assessment,
tracking, and reporting features tailored for enterprise environments.

¢ Vulnerability Scanners: Tools such as Nessus, Qualys, and OpenVAS scan
networks and systems to detect security weaknesses that could lead to risks.

¢ Threat Modeling Tools: Applications like Microsoft Threat Modeling Tool
and OWASP Threat Dragon help visualize and analyze potential threats in
system designs.

¢ Risk Matrices and Templates: Software like Excel or specialized tools
provide customizable templates to create risk matrices, enabling qualitative
risk assessments.

¢ Simulation Software: Tools for Monte Carlo simulations (e.g., @Risk or
Crystal Ball) support quantitative risk analysis by modeling uncertainties
and their impacts.

¢ Incident and Risk Tracking Tools: Platforms like JIRA or ServiceNow
facilitate ongoing monitoring, documenting, and managing risks and
incidents over time.

Choosing the right tools depends on the organization’s size, complexity, risk management
maturity, and specific requirements. These tools enable more systematic, repeatable,
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and transparent risk assessments, ultimately enhancing the organization’s ability to
manage information risks effectively.

Recap

¢ Risk Assessment is the process of identifying and evaluating risks to protect
information assets.

¢ Risk Assessment is important because it helps organizations prevent security
breaches, reduce losses, and make informed decisions.

¢ Key terms include risk, threat, vulnerability, impact, likelihood, risk appetite,
and risk tolerance.

¢ The Risk Assessment Process involves identifying assets, threats, and
vulnerabilities, assessing risks, and planning actions.

¢ Risk Identification means spotting potential risks that can affect an
organization's information systems.

¢ Techniques for Risk Identification include brainstorming, interviews,
checklists, SWOT analysis, and threat modeling.

¢ Challenges in Risk Identification include lack of data, rapidly changing
threats, human bias, and limited resources.

¢ Risk Analysis is the step where the nature and impact of identified risks are
examined in detail.

¢ The Risk Analysis Process includes assessing likelihood, impact, and
determining overall risk levels.

¢ Risk analysis methods are classified into qualitative (descriptive) and
quantitative (measurable) types.

¢ Qualitative Methods use expert judgment and categories like High, Medium,
and Low to rank risks.

¢ Quantitative Methods use data and math to calculate risk in numbers, like
cost or probability.

¢ Comparison: Qualitative is simpler and faster; quantitative is more detailed
and data-driven.

¢ Risk Tools include software like risk matrices, vulnerability scanners,
simulation tools, and threat modeling tools.

¢ Using the right mix of methods and tools ensures a balanced, accurate, and
effective risk assessment process.
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Objective Type Questions

10.
I1.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.

24.

25.

What is the main purpose of risk assessment in information risk management?
---------------- defines a risk in the context of risk assessment?

What term refers to the weakness in a system that can be exploited by threats?
What is residual risk?

What does the term 'impact' refer to in risk assessment?

----------------- is a risk treatment strategy?

What is the first step in the risk assessment process?

What type of analysis is used when risks are assessed using terms like
“High”, “Medium”, or “Low”?

Which method involves assigning numerical values to assess probability and
impact of risks?

---------------- is a technique used for identifying risks?

In a Risk Matrix, what two elements are plotted?

What is the purpose of Risk Categorization?

Which method simulates thousands of scenarios to predict risk outcomes?
What is Risk Tolerance?

What does Fault Tree Analysis (FTA) help identify?

What is the role of historical data analysis in risk identification?
Which challenge is common in risk identification?

What does a decision tree help with in risk analysis?

What does the Delphi Technique involve?

Why is risk assessment important for regulatory compliance?
————————————————— 1s a comprehensive risk management platform?
Which tool is used to model threats during the system design phase?

What type of risk assessment is commonly supported by risk matrices and
templates?

Which software is commonly used for Monte Carlo simulations in risk
analysis?

Which tools are used to track incidents and manage risks over time?
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Answers to Objective Type Questions

1. To understand and manage potential threats

2. A potential for loss or disruption

3. Vulnerability

4. Risk remaining after controls have been applied
5. The damage caused if a risk occurs

6. Mitigation

7. Risk Identification

8. Qualitative

9. Quantitative Analysis

10. SWOT Analysis

11. Likelihood and Impact

12. To group risks by source or type

13. Monte Carlo Simulation

14. The acceptable variation in outcomes from a risk
15. Root causes of a specific failure

16. To identify past trends and recurring risks

17. Lack of proper data visibility and communication
18. Evaluating different risk management options
19. Multiple rounds of expert input

20. It helps align with legal and industry standards
21. RSA Archer

22. Microsoft Threat Modeling Tool

23. Qualitative risk assessment

24. @Risk

25. JIRA and ServiceNow
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Assignments

1.

Define risk assessment and explain its importance in information risk
management. Also, describe the key terms involved and outline the complete
risk assessment process.

2. Discuss risk identification as a critical part of risk assessment. Explain
various risk identification techniques and highlight the common challenges
faced during this stage.

3. Explain the risk analysis process and classify the different methods of
risk analysis. Compare qualitative and quantitative risk analysis methods,
including their tools and applications.

4. Describe the importance of risk analysis in managing information risks.
Discuss how qualitative and quantitative methods differ and how organizations
decide which to use.
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UNIT 31 Threats and Vulnerabilities

Learning OQutcomes

After completing this unit, learners will be able to:

¢ differentiate between threats and vulnerabilities with real-life and digital
examples.

¢ identify different types of threats such as natural, accidental, and intentional
and understand their impact on cybersecurity.

¢ recognize various types of vulnerabilities, including software, hardware,
network, and human, and understand how they can be exploited.

¢ Understand common cyber threats like malware, phishing, DoS/DDoS,
MitM attacks, insider threats, and APTs with real-world examples.

¢ Explain the process of vulnerability assessment and management, including
the use of tools, penetration testing, and patch management.

Prerequisites

Before learning about threats and vulnerabilities in cybersecurity, it is important to have
a basic understanding of how computers, networks, and digital data work. In today’s
digital world, almost every activity whether it’s banking, shopping, studying, or com-
municating, depends on technology and the internet. This heavy dependence creates the
need to secure systems and data from various risks. Studying threats and vulnerabilities
is essential because it helps individuals and organizations identify weaknesses in their
systems that could be exploited by attackers. Understanding this topic allows us to take
preventive measures, protect sensitive data, and ensure the smooth functioning of sys-
tems without disruptions.

Consider the example of a car. If you leave your car parked on the street with the
windows rolled down or the keys inside, you are creating a security weakness and a
vulnerability. A thief passing by notices the open window and easily unlocks the door
to steal your belongings or even the car itself. In this situation, the unlocked window
is the vulnerability, the thief is the threat, and the actual theft is the exploitation of that
vulnerability leading to loss. The same concept applies in cybersecurity. For example,
if a company uses outdated software that has known security flaws, hackers can take
advantage of this weakness to break into the system, steal sensitive information, or
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disrupt operations. Just like you would never leave your car unlocked in a public place,
you shouldn’t leave your digital systems unprotected. This highlights the importance
of studying threats and vulnerabilities so that we can identify weaknesses early and fix
them before attackers exploit them.

Similarly, in the digital world, using weak passwords, ignoring software updates, or
falling for phishing emails creates vulnerabilities that hackers can exploit to steal data,
cause financial loss, or damage systems. Therefore, learning about threats and vulnera-
bilities is like learning how to secure your digital home and protect yourself from cyber
dangers.

Key words

Cybersecurity, Threats, Vulnerabilities, Risk Management, Malware, Phishing,
Denial-of-Service (DoS/DDoS), Insider Threats, Vulnerability Assessment, Patch
Management

Discussion

2.3.1 Introduction to Threats and Vulnerabilities

You live in a house and one evening, you forget to lock your front door before going to
bed. This simple mistake creates a security weakness in your home, that anyone could
walk in. Now, suppose there’s a thief roaming around the neighborhood, and decides
to break-into your house upon spotting the unlocked door, enters through the unlocked
door, and steals your valuables, you’ve just experienced a real-life security breach. In
this scenario, the unlocked door is the vulnerability, a flaw or weakness that makes
your home less secure. The thief is the threat of someone who intends to cause harm by
taking advantage of that weakness. The actual break-in and theft represent the damage
that happens when a threat successfully exploits a vulnerability.

Now, let’s relate this to cybersecurity. Think of your computer or network as the house.
If you use weak passwords, don’t update your software, or click on unsafe links, you
create vulnerabilities in your digital defenses. Hackers, viruses, or cybercriminals are
the threats just like the thief looking for ways to break in. If they find your system
vulnerable, they can steal sensitive information, damage your data, or cause system
failure. Another example is an outdated antivirus program on a computer creates a
vulnerability, and if a hacker uses a malware with the latest signature (which is not
available to the antivirus program) to exploit it, the threat turns into a real risk. So, just
like in the real world, protecting your digital systems means locking all the “doors”,
identifying and fixing vulnerabilities and being aware of potential threats.

A threat is any potential event or action that could cause damage to a computer system,
network, or data. It represents the possibility of a harmful occurrence, such as a
cyberattack or natural disaster. A vulnerability, on the other hand, is a weakness or flaw
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in a system that can be exploited by a threat to gain unauthorized access or cause harm.
The relationship between these two concepts is crucial: if a threat finds a vulnerability,
it can lead to a risk, which is the potential for damage or loss.

2.3.2 Types of Threats

Cybersecurity threats come in many forms and can originate from both internal and
external sources. These threats are usually categorized into three main types: natural,
accidental, and intentional. Each type poses a unique risk to digital systems and data,
and understanding them through real life situations makes them easier to relate to.

1. Natural threats are caused by environmental events beyond human control,
yet they can have significant losses on digital infrastructure. Assume a
company whose server room is located in the basement. One stormy night,
heavy rainfall leads to severe flooding, and the water logged in the basement
destroys all the servers. Since the company had no offsite backup or cloud
storage, years of valuable data are lost in a matter of hours. In another case,
a fast-spreading wildfire forces an IT company to evacuate immediately,
leaving behind laptops and sensitive data that are later damaged beyond
recovery. These natural events may not be targeted cyberattacks, but they
demonstrate how vulnerable, systems can be to physical damage it proper
disaster recovery measures are not in place.

2. Accidental threats arise from human errors or technical faults. These threats
are not caused on purpose, but they can be just as damaging. Consider a
hospital employee who accidentally sends a patient’s confidential medical
report to the wrong email address. This not only violates data protection laws
but can also result in legal consequences and loss of public trust. Similarly, a
network administrator might misconfigure a firewall setting without realizing
it, leaving a gateway open for external traffic. Within hours, unauthorized
bots begin scanning and stealing data from the system, all because of a
simple mistake. These scenarios highlight how easily unintentional actions
can compromise an organization's cybersecurity.

3. Intentional threats are deliberate and often malicious. These include
hacking, spreading viruses, and launching ransomware attacks. For
instance, a cybercriminal might send a phishing email to staff in a school
district, pretending to be from the IT department. One teacher clicks the
link unknowingly, allowing the attacker to access the network. Soon
after, ransomware introduced into the system by the attacker, encrypts all
student and staff records, and the attacker demands payment in exchange
for unlocking the data. In another case, a job seeker receives a convincing
fake job offer email that includes a link to a malicious website. Clicking the
link installs spyware on the victim’s device, allowing the attacker to spy on
personal information and even launch further attacks from the compromised
system.

Threats can also be classified based on where they originate; either internally or
externally. Internal threats come from within the organization. For example, a
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disgruntled employee, upset after being denied a promotion, may decide to delete or
steal sensitive project files before resigning. Or perhaps a well-meaning staff member
stores client data on a personal USB drive, which later gets lost outside the organization.
While unintentional, it still exposes the organization to data breaches.

External threats come from outside the organization. Think of a hacker operating
from another country who launches a distributed denial-of-service (DDoS) attack on
an e-commerce site during a major sale, overloading the servers and shutting down the
website, resulting in significant financial losses.

In all these cases, whether natural, accidental, or intentional and whether the source is
internal or external, the damage can be significant if proper security measures aren’t in
place. These examples show the importance of building a strong cybersecurity culture
and having systems that not only protect against malicious attacks but also prepare for
unexpected disasters and human mistakes.

2.3.3 Types of Vulnerabilities

Vulnerabilities are weaknesses or flaws in a system, software, or human behavior that
can be exploited by threats to harm the organization or individual. Understanding
different types of vulnerabilities is key to protecting digital systems. They can be
broadly classified into several categories:

1. Software vulnerabilities are bugs, coding errors, or design flaws in software
applications that can be exploited by attackers. These vulnerabilities often
result from poor programming practices, lack of updates, or insecure
configurations. For instance, using an outdated operating system like an old
version of Windows with known security loopholes can provide hackers
with known entry points. A well-known real-life example is the 2017
WannaCry ransomware attack, which spread across the globe by exploiting
a vulnerability in unpatched versions of Windows. Organizations that failed
to update their systems were severely affected, with hospitals, banks, and
businesses losing their critical data.

2. Hardware vulnerabilities refer to flaws in the physical components of a
computer system, such as CPUs, memory chips, or peripheral ports. These
issues can be difficult to fix because they often require hardware replacements
or patches from manufacturers. A real-world incident involved attackers
distributing USB drives loaded with malware in the parking lot of a large
company. Curious or unsuspecting employees picked them up and plugged
them into computers connected to the organization’s network, unknowingly
infecting the entire internal network. This type of attack is often called "USB
baiting" and exploits both hardware and human weaknesses.

3. Network vulnerabilities are weaknesses in the design, configuration, or
protection of a network. These include open or misconfigured ports, weak
or outdated encryption methods, unpatched routers, and unsecured wireless
networks. For example, a small business using an open public Wi-Fi network
without proper encryption could allow attackers nearby to intercept and read

e SGOU - SLM - FYUGP - MD Course - Information Security m




sensitive information such as passwords or credit card details. A real-life
scenario involved hackers using weak encryption on a public Wi-Fi at a
coffee shop to steal login credentials from multiple users who thought they
were connected to a safe network.

4. Human vulnerabilities are among the most common and dangerous,
as they involve user behavior and decision-making. These include using
weak passwords, clicking on suspicious links, falling for phishing scams,
or simply lacking awareness about cybersecurity risks. For example, in a
widely reported case, an employee received an email that looked like it came
from the company’s IT department. The email asked them to "reset their
password" through a fake link. The employee clicked the link, unknowingly
giving attackers access to sensitive company data. This type of attack is
known as social engineering, and it exploits human trust rather than technical
flaws.

In addition to these types, cybersecurity professionals use a global database of known
vulnerabilities called Common Vulnerabilities and Exposures (CVEs). Each CVE is
assigned a unique identifier and contains detailed information about a specific flaw,
including its severity and possible fixes. For example, CVE-2017-0144 is the identifier
for the Windows vulnerability exploited by the WannaCry ransomware. By keeping
track of CVEs, organizations can prioritize patching critical issues and protect their
systems more effectively.

2.3.4 Common Cyber Threats

In today’s connected world, cyber threats have become a major concern for individuals,
businesses, and governments alike. These threats come in different forms, each with
unique techniques and objectives. Understanding themes with real-life cases can help
build better awareness and prevention strategies.

1. Malware, short for "malicious software," includes viruses, worms,
ransomware, spyware, and trojans that are designed to damage or gain
unauthorized access to systems. A well-known example is the WannaCry
ransomware attack in 2017, which rapidly infected over 200,000 computers
across more than 150 countries. Hospitals in the UK’s National Health
Service (NHS) were particularly affected, with appointments canceled and
patient records inaccessible, showing how malware can disrupt essential
services and endanger lives.

2. Phishing is a form of social engineering where attackers impersonating
a trusted party, deceive users into revealing personal or confidential
information, typically via email or fake websites. A typical case might
involve an employee receiving an email that appears to be from their bank
or company’s HR department, urging them to click a link and "verify" their
details. Once clicked, the victim is taken to a fake site that captures their
login credentials. In 2020, employees of a major social media company fell
victim to a phishing scheme that led to several high-profile Twitter accounts
being hacked. Spear phishing is a more targeted version, often using personal
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information to make the scam more convincing. For instance, a CEO might
receive an email that appears to come from their finance officer, requesting a
money transfer, a scam tactic known as business email compromise (BEC).

3. Denial of Service (DoS) attacks overwhelm a website or network with
traffic, rendering it slow or entirely unavailable for genuine requests. These
attacks can cripple services during critical times. A real incident occurred in
2020 when hackers launched a DoS attack on a U.S. state’s voter registration
site during the election season, causing service disruptions and panic among
voters. A more powerful version, Distributed Denial of Service (DDoS),
involves thousands of infected computers (called a botnet) performing DoS
attacks on a website. The 2016 DDoS attack on Dyn, a major domain name
service provider, disrupted popular websites like Twitter, Netflix, and Reddit,
demonstrating how DDoS attacks can affect internet users worldwide.

4. Man-in-the-Middle (MitM) attacks occur when an attacker secretly
intercepts the data packets and possibly alters the communication between
two parties. These attacks often happen on unsecured public Wi-Fi networks.
For example, at a coffee shop with open Wi-Fi, an attacker could set up
a fake hotspot with a name similar to the café¢’s. When a user connects
and tries to log into their email or bank, the attacker intercepts the login
credentials. In one documented case, hackers used MitM attacks in hotel
Wi-Fi networks to spy on high-profile business travelers and steal sensitive
corporate information.

5. Insider threats originatc from people within an organization such as
employees, contractors, or business partners who misuse their access
to cause harm. These threats may be intentional or accidental. A real-life
example occurred when an engineer at a U.S. tech company, unhappy with
his employer, leaked proprietary software code to a rival firm. In another
case, an employee unintentionally uploaded customer data to a public cloud
folder, exposing sensitive information online. Insider threats are especially
dangerous because they involve individuals who already have authorized
access to systems.

6. Advanced Persistent Threats (APTs) are long-term, stealthy cyberattacks
often carried out by well-funded, highly skilled groups sometimes backed by
nation-states. These attackers silently infiltrate networks, gather intelligence,
and remain undetected for months or even years. A famous example is the
Stuxnet worm, discovered in 2010, which was designed to sabotage Iran's
nuclear program by targeting and damaging uranium enrichment centrifuges.
The attack is widely believed to have been state-sponsored and marked one
of the first known uses of cyberweapons to cause physical damage.

2.3.5 Vulnerability Assessment and Management

Vulnerability assessment is the process of identifying, evaluating, and prioritizing
weaknesses in a system. This helps organizations understand their security posture and
take corrective actions. For example, after a bank performs a vulnerability scan, it may
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discover its customer portal uses an outdated version of SSL encryption.

1. Tools for vulnerability scanning include software like Nessus and OpenVAS,
which automatically detect known vulnerabilities in systems and applications.

2. Penetration testing involves ethical hackers simulating real-world attacks
to discover and report vulnerabilities before malicious attackers do. For
example, a pen tester might successfully break into a system through a weak
admin password and then report it to the company.

3. Patch management is the process of applying software updates and security
patches to fix known vulnerabilities. For instance, after a critical vulnerability

in a web browser is announced, timely patching can prevent millions of users
from being exploited.

Recap

¢ A threat is any potential danger or event that can cause harm to systems,
data, or networks.

¢ A vulnerability is a weakness or flaw in a system that can be exploited by a
threat.

¢ The relationship between threats and vulnerabilities leads to risk, which is
the possibility of damage or loss.

¢ Types of threats include:
o Natural threats (e.g., floods, fires, earthquakes)
o Accidental threats (e.g., human errors, misconfigurations)

o Intentional threats (e.g., hacking, phishing, ransomware)

¢ Sources of threats can be:
o Internal (from within the organization, like disgruntled employees)

o External (from outsiders, like hackers or cybercriminals)

e Types of vulnerabilities include:
o Software vulnerabilities (bugs, outdated software)
o Hardware vulnerabilities (malicious USBs, faulty devices)
o Network vulnerabilities (unsecured Wi-Fi, weak encryption)

o Human vulnerabilities (weak passwords, falling for phishing)

o SGOU - SLM - FYUGP - MD Course - Information Security @



¢

Common cyber threats are:
o Malware (e.g., viruses, ransomware)
o Phishing attacks (deceptive emails and websites)
o DoS/DDoS attacks (overloading systems to shut them down)
o Man-in-the-Middle attacks (intercepting communications)
o Insider threats (intentional or accidental harm by insiders)

o Advanced Persistent Threats (APTs) (long-term, stealthy attacks)
Vulnerability assessment helps detect and prioritize weaknesses.
Penetration testing simulates real-world attacks to find vulnerabilities.

Patch management involves regularly updating systems to fix known
vulnerabilities and prevent exploits.

Objective Type Questions

10.

. Aflaw or weakness in a system that can be exploited is called what?

Which type of threat involves events like floods or earthquakes?

Accidentally sending an email to the wrong person is an example of which
type of threat?

What do we call malware that encrypts files and demands money?

An attack where the attacker secretly intercepts communication is called?
Which type of vulnerability involves poor user practices like weak passwords?
The global database that stores known vulnerabilities is called?

An attack that floods a server with traffic to shut it down is called?

Which tool is commonly used for vulnerability scanning? (Name any one)

A cyberattack designed to steal information slowly over months or years is
called?
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Answers to Objective Type Questions

1. Vulnerability
2. Natural

3. Accidental

4. Ransomware

5. Man-in-the-Middle (MitM)

6. Human
7. CVE
8. DDoS

9. Nessus (or OpenVAS)

10. APT

Assignments

1. Identify the various internal threats and external threats around you and
classify them into the right category.

2. A company’s server was damaged due to a flood.
a. Identify the type of threat.

b. Suggest two security measures that could have prevented data loss.

3. Discuss the WannaCry ransomware attack as an example of a cyber threat.
a. Define briefly about the exploit.
b. Mention the vulnerability exploited.
c. What were the consequences?
d. How could organizations have prevented it?

e. How was the attack stopped?

4. What is a Man-in-the-Middle (MitM) attack? Explain how such attacks
typically occur in public Wi-Fi environments. Suggest preventive measures.
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5. Briefabout ransomware attacks and the strategies to be adopted to stop them.
Also brief about the measures to be taken by an organization to recover after
the attack.
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UNIT 4| Attack Vectors and their

Countermeasures

Learning Qutcomes

After completing this unit, you will be able to:

¢ define the term attack vector and explain its significance in the field of
cybersecurity.

¢ identify and describe different types of attack vectors such as phishing,
ransomware, SQL injection, MitM, DoS/DDoS, zero-day exploits, and
social engineering.

¢ explain real-life examples of each attack vector and analyze their impact on
systems and users.

¢ list and outline effective countermeasures used to prevent or mitigate each
type of cyber-attack.

Prerequisites

Intoday’sdigital world, werely heavily ontechnology foreverything from communication
and online banking to shopping and education. However, this convenience also comes
with risks, as cyber attackers constantly try to exploit weaknesses in systems or deceive
users into revealing sensitive information. Studying attack vectors is essential because
it helps us understand how these attacks happen, the methods attackers use, and how we
can protect ourselves and our digital assets. It equips individuals with the knowledge to
prevent identity theft, financial loss, and service disruptions, while also building a safer
digital environment for everyone.

Attacks like WannaCry ransomware attack in 2017, where hospitals, businesses, and
government offices around the world were locked out due to failure in updating their
software with latest patches could be prevented by learning about attack vectors and
countermeasures.
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Key words

Security Awareness, Two-Factor Authentication, VPN, Firewall, Email Filtering, Inci-
dent Response Plan, Network Segmentation, Threat Detection, Data Breach, Cyber
Attack Prevention, Web Application Firewall, Botnet, Advanced Threat Protection,
SQL Injection.

Discussion

2.4.1 Attack Vectors

In the present digital era, technology is used in nearly every aspect of human life from
communication and banking to education and business operations. However, this
widespread use of digital systems has also introduced various risks and vulnerabilities.
Cyber attackers constantly look for ways to access systems, steal data, cause disruptions,
or demand money. These paths or methods used by attackers are known as attack vectors.

An attack vector is a specific technique or route through which a cybercriminal gains
unauthorized access to a system, application, or data. These attacks can take many
forms, some trick users into revealing private information, while others exploit hidden
software bugs or overwhelm online services. Each method has its own pattern, danger
level, and impact.

To protect against these threats, various countermeasures are implemented.
Countermeasures include tools, technologies, procedures, and awareness programs
designed to prevent or reduce the success of attacks. They help secure digital systems
and protect sensitive information from falling into the wrong hands.

This unit explains some of the most common attack vectors Phishing, Ransomware,
SQL Injection, Man-in-the-Middle (MitM) Attack, Denial-of-Service (DoS and
DDoS), Zero-Day Exploits, and Social Engineering with real-world examples and
clear explanations. For each attack, the corresponding countermeasures are discussed
separately for better understanding and learning.

2.4.1.1 Phishing

Phishing is a deceptive attack where the attacker pretends to be a trusted organization or
person to trick the user into revealing sensitive information like usernames, passwords,
or financial details. This is typically done through fake emails, websites, or messages
that look authentic.

How Phishing Works:

1. The attacker sends a fake email or message that appears to come from a
legitimate source (such as a bank, government agency, or a known company).

2. The email may:
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¢ Urge the recipient to act quickly (e.g., “Your account will be locked!”).

¢ Contain a link that leads to a fake website designed to look like the real
one.

¢ Ask the recipient to enter sensitive information.

3. Once the user submits the details, the attacker collects the data and can use
it for fraud, identity theft, or unauthorized access.

Types of Phishing Attacks:
Table 2.4.1 Different phishing attacks

Type Description Example

Email Traditional phishing via emails. A fake PayPal email asking you to

Phishing “confirm your account.”

Spear Targeted phishing aimed at specific Fake email sent to a company’s HR

Phishing individuals or organizations. staff requesting employee tax data.

Smishing Phishing through SMS (text messages). SMS claiming you’ve won a prize
with a malicious link.

Vishing Phishing via voice calls, often pretending | Scam phone call pretending to be

to be from banks or police. a bank to confirm your account

number.

Clone Duplicating a legitimate email but A copied email from a colleague

Phishing replacing links/attachments with but with a malicious attachment.

malicious ones.

During the COVID-19 pandemic, many people received phishing emails claiming to be
from the World Health Organization (WHO), asking them to click on malicious links or
submit personal data for virus updates.

Countermeasures for Phishing:

1. Never click on links from unknown or suspicious emails.

2. Carefully verify the sender’s email address for authenticity.

3. Use email filtering and anti-phishing tools to block malicious emails.
4. Train users regularly to recognize common phishing signs and tactics.
5. Enable two-factor authentication (2FA) for added account security.

6. Keep systems, browsers, and security software updated to patch
vulnerabilities.

7. Use password managers to avoid entering credentials on fake websites.
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8. Check for “https://” and the padlock icon to verify website security before
submitting sensitive data.

9. Report phishing emails immediately to your email provider or IT team.

10. Limit user access privileges to minimize damage from potential attacks.

2.4.1.2 Ransomware

Ransomware is a type of malware that encrypts a user’s files or locks their system, then
demands a ransom payment to restore access. Victims may lose access to important
documents, photos, or entire databases.

How Ransomware Works:

1. Infection: It typically starts with the victim clicking a malicious link or
opening an infected attachment.

2. Encryption: The malware then encrypts files or locks the system, making it
inaccessible.

3. Ransom Demand: A ransom note appears, demanding payment in
cryptocurrency to provide a decryption key.

4. Threat: Attackers may threaten to delete files, increase ransom, or leak
sensitive data if payment is not made.

Common Types of Ransomware:

Table 2.4.2 Different type of ransomware

Type Description Example
Crypto Ransomware | Encrypts files, making them unusable until WannaCry,
ransom is paid. CryptoLocker

Locker Ransomware | Locks the device completely, preventing any | Police-themed

system use. ransomware
Double Extortion Steals data before encrypting and threatens to | Maze, REvil

leak it publicly.
Ransomware-as-a- Attackers rent ransomware tools from DarkSide, LockBit
Service (RaaS) developers in exchange for a cut of ransom

profits.

In 2017, the WannaCry ransomware attack aftected over 200,000 computers worldwide,
including hospitals, railways, and government offices. Critical operations were shut
down, and users were asked to pay in Bitcoin to regain access.
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Countermeasures for Ransomware:
¢ Regularly backup important files and store them offline or in a secure cloud.

¢ Keep operating systems, software, and antivirus tools updated to patch
security vulnerabilities.

¢ Avoid downloading files or opening attachments from unknown or untrusted
sources.

¢ Use security software to block access to known malicious websites and
detect ransomware threats.

¢ Disable macros in documents unless they are from verified and trusted
sources.

¢ Segment your network to prevent ransomware from spreading across all
systems.

¢ Educate users to recognize phishing emails and ransomware warning signs.

¢ Implement multi-factor authentication (MFA) for critical systems and
accounts.

¢ Develop and maintain an incident response plan to handle ransomware
attacks swiftly.

¢ Limit administrative privileges to reduce the risk of ransomware spreading
across the network.

2.4.1.3 SQL Injection

SQL Injection occurs when an attacker inserts harmful SQL code into a website input
field (like a login box) to access or manipulate the backend database. This can expose
user information, delete records, or bypass login security.

How SQL Injection Works:
1. The attacker enters specially crafted SQL code into an input field.

2. The vulnerable application includes this input directly into a database query
without proper validation or sanitization.

3. The database executes the malicious query, allowing unauthorized actions.
Example of SQL Injection:
Suppose a login form uses this query:
SELECT * FROM users WHERE username = 'admin' AND password = 'password';

An attacker could enter:

¢ Username: admin' --
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¢ Password: (leave blank)

This changes the query to:

SELECT * FROM users WHERE username = 'admin' --' AND password =";

The -- comments out the rest of the query, effectively bypassing the password check and

granting unauthorized access.

Common Types of SQL Injection:

Table 2.4.3 Different type of SQL Injection

Type Description
Classic SQL Injection Directly injecting malicious SQL queries via
user input.
Blind SQL Injection No visible error messages; attackers observe

server responses (like time delays) to extract
data.

Error-based SQL Injection

gather clues about its structure.

Attackers intentionally cause database errors to

Union-based SQL Injection Attackers use the UNION SQL operator to

retrieve additional data from other tables.

In 2009, Heartland Payment Systems was breached using SQL injection, resulting in

the theft of over 100 million debit and credit card numbers.

Countermeasures for SQL Injection:

¢

Use prepared statements or parameterized queries to separate SQL code
from user input safely.

Validate and sanitize all user inputs by allowing only expected formats and
rejecting malicious characters.

Restrict database user privileges to the minimum required for application
functionality.

Implement a web application firewall (WAF) to detect and block SQL
Injection attacks by inspecting incoming HTTP requests.

Disable detailed error messages to prevent revealing database or system
information to attackers.

Keep all web applications, databases, and server software updated with the
latest security patches.

Use Object-Relational Mapping (ORM) tools to automatically manage safe
database queries.
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¢ Perform regular security testing, including vulnerability scans and code
reviews, to identify and fix SQL Injection risks.

2.4.1.4 Man-in-the-Middle (MitM) Attack

A Man-in-the-Middle attack happens when an attacker secretly intercepts and possibly
changes the communication between two users. It is often carried out on unsecured
public Wi-Fi networks.

How MitM Attacks Work:

1. Interception: The attacker positions themselves between the victim and
the legitimate service, often by creating fake Wi-Fi hotspots or exploiting
insecure connections.

2. Decryption & Manipulation: The attacker may decrypt the data, steal
information, or modify communication in real-time without detection.

Common Techniques Used in MitM Attacks:
Table 2.4.4 Different type of MitM

Technique Description
Fake Wi-Fi Attackers set up malicious Wi-Fi networks to lure users and
Hotspots intercept their data.
ARP Spoofing The attacker sends fake ARP messages to link their MAC
(Poisoning) address with the IP address of the target.
DNS Spoofing Redirects users to malicious sites by altering DNS responses.
SSL Stripping Downgrades HTTPS connections to unencrypted HTTP

connections to steal data.

Email Hijacking Intercepts or modifies emails in transit, often seen in
business email compromise schemes.

Hackers have been known to set up fake Wi-Fi hotspots in public areas. When users
connect and enter login information on websites, the attacker captures their data without
their knowledge.

Countermeasures for MitM Attacks:
¢ Avoid using public Wi-Fi for sensitive tasks like online banking or shopping.

¢ Use a Virtual Private Network (VPN) to encrypt your internet connection
and protect data.

¢ Always verify that websites use HTTPS before entering sensitive information.

¢ Secure personal and office Wi-Fi networks with strong encryption like
WPA3.
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¢ Install browser plugins that enforce HTTPS and verify website certificates.

¢ Disable automatic connection to Wi-Fi networks to avoid connecting to fake
hotspots.

¢ Keep all software, apps, and operating systems updated to patch security
vulnerabilities.

¢ Enable two-factor authentication (2FA) for all important online accounts.

¢ Use network monitoring tools to detect suspicious network activities or
unauthorized access.

¢ Provide regular cybersecurity training to help users recognize and prevent
MitM attacks.

2.4.1.5 Denial-of-Service (DoS) and Distributed Denial-of-Service (DDoS)

In DoS and DDoS attacks, the attacker floods a server or network with an overwhelming
amount of traffic, making it slow or completely unavailable to normal users. DDoS
attacks are more powerful because they involve many systems attacking at once.

A Denial-of-Service (DoS) attack aims to make a system, service, or network unavailable
by overwhelming it with a flood of traffic or requests.

A Distributed Denial-of-Service (DDoS) attack amplifies this by using multiple systems
(often compromised devices forming a “botnet”) to launch a coordinated attack, making
it much harder to block or mitigate.

How DoS & DDoS Attacks Work:
1. The attacker floods a server with excessive fake requests or traffic.

2. The server becomes too busy processing malicious requests and cannot
respond to legitimate users.

3. Services slow down, crash, or go offline entirely.
Common Types of DoS & DDoS Attacks:
Table 2.4.5 Different types of DoS and DDoS attacks

Type Description
Volume-Based Overload the network bandwidth with massive traffic
Attacks (e.g., UDP floods, ICMP floods).
Protocol Attacks Exploit weaknesses in network protocols like TCP/IP

(e.g., SYN flood attacks).

Application Layer =~ Target specific applications by sending seemingly
Attacks legitimate requests to exhaust resources (e.g., HTTP flood).

O
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In 2016, the Dyn DNS service was hit with a major DDoS attack using the Mirai botnet
(composed of hacked smart devices), causing popular sites like Twitter, Netflix, and
Spotify to go offline.

Countermeasures for DoS and DDoS Attacks:

¢ Use DDoS protection and mitigation services to automatically detect and
block large-scale attack traffic.

¢ Install firewalls and intrusion prevention systems (IPS) to filter and block
suspicious or malicious network traffic.

¢ Continuously monitor network traffic to identify unusual patterns and early
signs of potential attacks.

¢ Set up redundant servers and use load balancers to distribute traffic and
reduce the risk of service disruption.

¢ Regularly patch and update systems, applications, and devices to fix security
vulnerabilities and prevent hijacking.

¢ Implement rate limiting to restrict the number of requests allowed from each
IP address within a certain time period.

¢ Apply geo-blocking to limit or block traffic from regions known for frequent
cyberattacks, if suitable for your business.

¢ Use web application firewalls (WAFs) to detect and block application-layer
attacks like HTTP floods.

¢ Develop and routinely test an incident response plan to quickly mitigate and
recover from DDoS attacks.

¢ Train IT and security staff to recognize DDoS attacks and respond effectively
using appropriate tools and procedures.

2.4.1.6 Zero-Day Exploits

Zero-Day Exploits take advantage of software vulnerabilities that are unknown to the
developer. Since there’s no patch or fix available, attackers use these weaknesses to
launch attacks before anyone can respond.

How Zero-Day Exploits Work:

1. Discovery: Hackers discover an unknown vulnerability (either through their
own research or by purchasing it on the dark web).

2. Attack: They create malicious code or exploit that targets the vulnerability.

3. Infection: Victims unknowingly trigger the exploit, often via malicious
email attachments, links, or drive-by downloads.
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4. Exploitation: Attackers can steal sensitive data, take control of systems,
install malware, or cause service disruptions before the vulnerability is
patched.

In 2021, hackers used a zero-day vulnerability in Microsoft Exchange servers to steal
data from thousands of organizations worldwide before Microsoft released a patch.

Countermeasures for Zero-Day Exploits:

¢ Apply security patches and software updates as soon as they become
available.

¢ Use advanced threat protection (ATP) tools to detect unknown or abnormal
behavior.

¢ Segment networks to restrict access and contain potential attacks.

¢ Implement the principle of least privilege to limit access rights for users and
applications.

¢ Use virtual patching techniques like WAFs or IPS to block attacks before
official patches are released.

¢ Continuously monitor system logs and network traffic for suspicious
activities.

¢ Subscribe to threat intelligence services for early warnings about new
vulnerabilities.

¢ Maintain and regularly test an incident response plan to respond swiftly to
zero-day threats.

¢ Strengthen email security to block malicious links and attachments commonly
used in exploits.

¢ Provide regular security awareness training to help users identify and avoid
potential threats.

2.4.1.7 Social Engineering

Social Engineering is the use of psychological tricks to manipulate people into giving
away confidential information. Instead of hacking technology, attackers trick human
beings.

How Social Engineering Works:

1. Research: Attackers gather personal or organizational information from
social media, public records, or previous breaches.

2. Engagement: They contact the target via emails, phone calls, messages, or
in-person conversations.

3. Exploitation: The victim is tricked into disclosing sensitive data, clicking
malicious links, or giving system access.
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4. Execution: The attacker uses this information for identity theft, financial
fraud, data breaches, or system compromise.

In 2013, hackers used social engineering to access the Associated Press Twitter account.
They posted a fake tweet about an explosion at the White House, briefly causing panic
in the stock market.

Countermeasures for Social Engineering:

¢ Provide regular security awareness training to help employees recognize and
avoid social engineering attacks.

¢ Always verify the identity of individuals requesting sensitive information
through separate trusted channels.

¢ Implement clear security policies that define rules for data sharing and
handling unusual requests.

¢ Use multi-factor authentication (MFA) to protect critical accounts from
unauthorized access.

¢ Limit the amount of personal or company information shared publicly or on
social media.

¢ Encourage employees to report any suspicious emails, phone calls, or
interactions immediately.

¢ Conduct periodic simulated social engineering attacks to test and improve
employee vigilance.

¢ Enforce physical security measures such as ID badges and access controls to
prevent unauthorized access.

¢ Deploy email filtering and anti-phishing tools to detect and block malicious
messages.

¢ Regularly review and adjust user access rights to minimize unnecessary
exposure to sensitive information.

Cyberattacks are constantly evolving, and attackers are becoming more creative and
aggressive. Understanding the different attack vectors, how they work, what damage
they cause, and how to defend against them is the first step toward creating a secure
digital environment. Whether it’s a fake email asking for your password or malware
that locks your computer, every user must be alert and prepared.

The countermeasures described in this unit provide practical ways to reduce risk and
build stronger protection. From keeping software updated to practicing cautious online
behavior, everyone, students, professionals, and organizations plays a role in cyberse-
curity. Prevention, awareness, and quick response are the keys to staying safe in the
digital world.

m SGOU - SLM - FYUGP - MD Course - Information Security @




Recap

¢ Attack vectors are methods or pathways used by attackers to gain unauthorized
access to systems, networks, or data.

¢ Phishing involves tricking users into revealing personal or sensitive
information through fake emails or websites.

¢ Ransomware is a type of malware that encrypts files or systems and demands
a ransom to unlock them.

¢ SQL Injection is an attack where malicious SQL code is inserted into input
fields to manipulate or access databases.

¢ Man-in-the-Middle (MitM) attacks occur when attackers secretly intercept
communication between two parties.

¢ Denial-of-Service (DoS) and Distributed Denial-of-Service (DDoS) attacks
overload systems with traffic to make them unavailable.

¢ Zero-Day Exploits target unknown software vulnerabilities before the
developer can issue a patch.

¢ Social Engineering uses psychological tricks to manipulate people into
giving up confidential information.

¢ Each attack vector has specific countermeasures, such as anti-phishing tools,
firewalls, VPNs, code sanitization, backups, and user training.

¢ Cybersecurity requires both technical protections and user awareness to
effectively defend against threats.

Objective Type Questions

1. Which attack vector tricks users by pretending to be a trusted entity?

2. What type of malware locks or encrypts a system and demands payment?
3. Which attack involves injecting malicious code into a database query?

4. What kind of attack intercepts communication between two parties?

5. Which attack floods a server with traffic to make it unavailable?

6. What is the term for an unknown software vulnerability that gets exploited?

7. Which attack relies on manipulating human behavior rather than technology?
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8. What secure internet protocol should be used to avoid MitM attacks?
9. What kind of code validation technique prevents SQL injection?

10. What type of software can help detect and stop ransomware?

Answers to Objective Type Questions

1. Phishing
2. Ransomware

3. SQLInjection

4. MitM
5. DDoS
6. ZeroDay

7. SocialEngineering
8. HTTPS
9. Sanitization of input

10. Antivirus

Assignments

1. What is phishing? Explain how phishing attacks are carried out and list at
least three countermeasures to prevent them.

2. Define ransomware and describe how it affects a computer system. Give one
real-life example and suggest preventive steps.

3. Explain SQL Injection with a suitable example. Why is input validation
important in preventing this attack?

4. Describe the concept of a Man-in-the-Middle (MitM) attack. How can users
stay safe while using public networks?

5. What is a zero-day exploit? Discuss why these attacks are hard to detect and
explain two ways to minimize their impact.
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UNIT 1| Digital Identity Lifecycle

Learning Qutcomes

After completing this unit, learners will be able to:

¢ familiarise the concept of Digital Identity.
¢ describe digital Identity Lifecycle Management.
¢ make aware about the Identity Provisioning and Deprovisioning.

¢ explain about directory services and Single Sign-On.

Prerequisites

A well-structured identity management system is essential in today’s digital environment
to ensure secure, efficient, and controlled access to resources. As organizations
increasingly rely on digital platforms for operations, the need to verify and manage
user identities has become critical. Without proper identity management, unauthorized
individuals may gain access to sensitive systems, leading to data breaches or misuse.

In a university setting, students should only be able to view their own grades and course
materials, while faculty members need access to grading systems and administrative
tools. Identity management ensures that such role-based access is correctly imple-
mented. It also simplifies onboarding and offboarding processes. For example, when
a new employee joins a company, their access to email and internal systems can be
granted instantly, and revoked immediately upon resignation. This reduces the risk of
orphaned accounts being exploited. Moreover, it supports regulatory compliance by
ensuring that access is logged, monitored, and audited regularly. In financial institu-
tions, strict identity management prevents fraud by ensuring that only verified users can
access banking applications. Overall, identity management is foundational to digital
security, operational efficiency, and trust in online systems.

Keywords

Authentication, Impersonation, Encryption, Access control, Identity theft, Digital
certificate, Blockchain
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Discussion

3.1.1 Digital Identity

Digital identity serves as the foundation of online interactions, enabling access to various
services, securing digital transactions, and supporting personalized user experiences. It
allows individuals to engage with platforms such as online banking, e-commerce sites,
and social media networks.

This unit will explore the different types of digital identity, provide examples, explain
its significance. A digital identity refers to the collection of data associated with an
individual or an entity (such as a business) that exists in digital form. This information,
which may include personal details, account credentials (like usernames and passwords),
behavioral patterns, and biometric data, acts as a virtual identifier. It is used to represent
and recognize the person or entity in online environments.

3.1.1.1 Importance of Digital Identity

1. Access to Services: Digital identity allows individuals to access a wide
variety of online services such as banking, shopping, healthcare, education,
and social networking. Without a proper digital identity, it becomes difficult
to participate in modern digital life. Logging into a banking app using a
digital ID to transfer money or check your balance, or accessing university
portals using a student ID to download assignments.

2. Privacy Protection: A well-managed digital identity lets users decide which
personal information to share and with whom. This control helps protect
user privacy and reduces the risk of unwanted exposure. When signing into a
news website using a third-party login like Google, users can choose to share
only their name and email instead of their full profile.

3. Prevention of Identity Theft: Strong digital identity systems reduce the
chances of identity fraud and impersonation. Advanced security features
help verify the real user and block unauthorized access. Accessing an email
account using face recognition or one-time password sent to a registered
mobile number ensures only the rightful owner can log in.

4. Trust in Online Interactions: Digital identity builds trust between users,
businesses, and platforms by verifying who is interacting online. This helps
establish authenticity in communication and transactions. On professional
platforms like LinkedIn, verified identities assure users that they are
connecting with real people and legitimate companies.

5. Legal and Compliance Requirements: In many countries, verifying
identity is a legal requirement, especially in sensitive fields like finance and
healthcare. Digital identity systems ensure that these requirements are met
properly and efficiently. When opening a bank account, users may need to
upload a digital copy of their government-issued ID to comply with legal
verification rules.
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6. Global Connectivity: Digital identity helps people connect and interact
across borders without needing to be physically present. It makes remote
communication, online transactions, and virtual collaborations possible. A
freelancer in India can sign a contract with a client in the United States using
a verified digital signature, making international work fast and secure.

3.1.1.2 Types of Digital Identity

1. User Centric Identity: Also referred to as self-sovereign identity, this
approach allows individuals to manage and control their digital identity across
different platforms and services. The user becomes the central authority over
their personal data. Using a Google account to sign into various websites
through OAuth or OpenlD, while controlling which data (email, name, etc.)
is shared with each service.

2. Attribute Based Identity: This type of identity is based on specific
characteristics or attributes rather than the entire identity. For example, a
person can verify their age or location without revealing their full personal
information. A user accessing an age-restricted website by only verifying
they are over 18 through a digital certificate without sharing their full date
of birth or name.

3. Biometric Identity: This method uses unique biological features such as
fingerprints, facial recognition, or iris scans for identity verification. These
physical characteristics are used to securely confirm a person's identity in
digital systems. Unlocking a smartphone or accessing a banking app using
fingerprint authentication or Face ID.

4. Device Identity: In the Internet of Things environment, device identity
refers to the unique identification of electronic devices. It allows devices
to securely access the internet and communicate with network resources
in a trusted manner. A smart thermostat that authenticates itself to a home
automation system using a digital certificate issued to the device.

5. Organizational Identity: This identity represents an entire organization or
group rather than an individual. It includes details such as the organization's
name, address, contact information, and roles or permissions within a system.
A company using an enterprise digital certificate to authenticate its secure
email system or to sign software with the organization’s credentials.

3.1.1.3 Methods to Verify Digital Identity

1. Username and Password: One of the most common ways to verify digital
identity is by entering a username or email along with a password. This
combination acts as a basic form of identification for accessing personal
or institutional accounts. While simple and widely used, this method is
less secure when used alone. To improve protection, systems often include
additional layers such as entering a one-time password sent to a mobile
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device. For instance, logging into an online banking portal using your email
and password is often followed by a message code for added verification.

2. Biometric Verification: Biometric methods use an individual's physical
traits to confirm identity. These may include fingerprints, facial recognition,
voice patterns, or iris scans. These forms of verification are frequently used
in mobile devices where users unlock their phones using facial recognition
or fingerprint sensors. For example, many smartphones now allow payment
authorizations through fingerprint scans without needing to enter a password.

3. Digital Certificates: Digital certificates are used in secure communication
through cryptographic methods. These certificates help to create encrypted
connections between devices and servers, such as when a website uses
a secure connection to protect data exchange. A common example is the
presence of a secure padlock symbol in the browser address bar, which
indicates that the website uses a valid digital certificate through secure
socket layer or transport layer security protocols.

4. Government Issued Identification: Many online systems require users to
upload scanned copies or photographs of official identification documents
such as passports, national identity cards, or driving licenses. This method
is often used by financial institutions and travel portals to verify the identity
of users before granting access to services. For example, online account
verification for digital wallets may involve submitting a scanned copy of a
driving license.

5. Blockchain Based Verification: Blockchain technology enables decen-
tralized identity systems where individuals manage and control their own
identity data. In this method, identity credentials are stored securely on a
distributed ledger and can be independently verified without relying on
a central authority. For instance, a person can use a blockchain identity
wallet to share only necessary credentials like date of birth or educational
qualification when applying for services, without exposing other personal
information.

3.1.1.4 Examples of Digital Identity

Social Media Profiles: Platforms such as Facebook, Instagram, LinkedIn, and Twitter
often serve as digital reflections of an individual’s personality and presence. These
profiles include personal details, shared content, activity history, and interactions with
others, forming a unique digital footprint.

Email Addresses: An email address is a core part of a person's digital identity. It serves
as a direct point of contact and is often linked to multiple online services and accounts.
It plays a key role in communication, account recovery, and identity verification.

Online Banking Accounts: Your online banking profile, which includes account
information and security credentials, represents a vital part of your digital identity.
It allows you to manage finances, view account statements, and perform transactions
through secure internet platforms.
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Digital Payment Applications: Applications such as Google Pay, Apple Pay, and
PhonePe use encrypted versions of your card details to create a secure digital form
of your payment identity. These services store and transmit data securely, enabling
convenient and safe digital transactions.

Electronic Health Records: Your digital medical records, including personal health
history, prescriptions, diagnosis, and treatment details, form an important part of your
identity in healthcare systems. These records are stored in digital format and help in
efficient and secure delivery of medical services.

Educational Platforms: Digital identities are also established through educational
portals where students and teachers access academic resources. These platforms enable
course registration, grading, assignment submissions, and participation in virtual
classrooms, reflecting one's role in the learning environment.

3.1.1.5 Benefits of Digital Identity
The benefits include:

Inclusive Access to Essential Services: Digital identity systems enable equal access
to services such as healthcare, education, banking, and government support. By
verifying individuals through secure digital methods, even marginalized communities
can participate fully in society and benefit from resources that may otherwise be out of
reach.

Lower Environmental Impact: Digital identity reduces the reliance on physical
documents such as identification cards and utility bills. Replacing paper-based records
with digital verification processes helps to decrease the consumption of paper and other
physical materials, contributing positively to environmental conservation.

Preventing Child Trafficking and Exploitation: Digital identity systems play a
vital role in protecting children from trafficking and abuse by providing a secure way
to register and validate the identity of minors. For example, issuing digital identity
to children allows authorities to track and respond quickly in cases of abduction or
missing child reports.

Improved Healthcare Services: In the healthcare sector, digital identity allows for
accurate and secure access to patient records. This improves the coordination of care,
reduces the chances of medical errors, and leads to better diagnosis and treatment
outcomes. It also helps providers deliver timely and personalized care.

Greater Control Over Personal Data: Modern digital identity frameworks, especially
those based on self-managed models, give individuals more control over their personal
data. People can choose what information they wish to share and with whom, promoting
privacy, transparency, and digital empowerment.

3.1.1.6 Who Holds a Digital Identity

Devices

Modern electronic devices such as smartphones, computers, smart home assistants, and
connected appliances are assigned unique digital identifiers. These identifiers allow
devices to be authenticated, tracked, and communicated with across networks. Each
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device, whether a laptop or a smart thermostat, maintains its own digital identity for
secure interaction.

Government Agencies

Governments around the world are adopting digital identity systems to deliver official
services online. These digital identities may take the form of a national identification
number, digital driving license, or verified documents issued through government
portals. Citizens use these credentials to access various services such as tax filing,
healthcare, and social welfare.

Educational Institutions

Schools, colleges, and universities maintain digital identities through their institutional
websites, student and faculty portals, and online learning platforms. These identities
help manage academic records, course registrations, and digital communication
between students and educators.

Healthcare Providers

Hospitals, clinics, and other healthcare organizations use digital identities to manage
patient information, medical records, and virtual consultations. Services such as online
appointment booking, telemedicine, and electronic prescriptions depend on accurate
and secure digital identification of both patients and healthcare professionals.

Financial Institutions

Banks, credit unions, and investment firms have digital identities that support secure
online banking, mobile applications, and digital payment services. These identities
protect customer data and enable safe financial transactions over digital platforms.

Social Media Platforms

Social networking services like Facebook, Instagram, Twitter, and LinkedIn operate
with distinct digital identities. These include their platform identities and the individual
profiles of users. User accounts, posts, messages, and engagement form a digital
ecosystem that reflects both personal and organizational presence online.

3.1.2 Identity Lifecycle Management

Managing the life cycle of digital identities is a critical function in information
technology and cybersecurity. It ensures that users and systems are securely and
efficiently managed throughout their entire interaction with an organization.

Smooth onboarding and offboarding

A structured identity management process enables quick and secure creation of user
accounts when new employees or students join an organization. For example, when a
new employee is hired in a company, they are automatically granted access to relevant
tools such as email, project management systems, and internal databases. Likewise,
when they leave the organization, their accesses are promptly revoked to prevent any
unauthorized use of resources.
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Proper access control and regulatory compliance

Assigning the correct access based on a person's role ensures that users only see and
interact with what they need. For instance, a university faculty member may have access
to course design tools and grading systems, while a student can only view enrolled
courses and assignments. This separation of access helps maintain data privacy and
supports compliance with regulations such as data protection laws.

Enhanced security and risk management

Properly managing user identities helps reduce the chance of unauthorized access, data
breaches, or internal misuse. A financial institution, for example, monitors login behavior
and quickly responds to suspicious activity such as repeated failed login attempts. This
helps detect potential threats early and keeps sensitive information secure.

Improved user experience

When access is granted accurately and promptly, users can perform their tasks without
unnecessary delays. For example, a healthcare worker logging into a hospital system
can instantly access patient records and medical tools required for treatment, without
being hindered by technical access issues.

Flexibility to adapt to changes

As organizations grow or shift their structure, identity life cycle management helps
manage user permissions accordingly. For example, when an employee is promoted
or transferred to a new department, their access to digital tools and data is updated
automatically, ensuring they have the right resources without any manual errors or
delays.

3.1.2.1 The process of identity life cycle management
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Fig 3.1.1 Identity Life Cycle Management

The main purpose of identity life cycle management is to manage every stage of a
user's digital identity and access, in order to protect both individuals and organizational
resources. It ensures that the right people have the right access at the right time, and that
their accesses are removed when it is no longer required. This process is essential for
maintaining security, compliance, and operational efficiency in any digital environment.
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3.1.2.2 The key stages involved in identity life cycle management

Onboarding: This is the initial stage where a new digital identity is created for a user.
Access to essential systems and services is granted based on their role. For example,
when a new employee joins a company, they are issued a work email, given login
credentials for internal systems, and granted access to shared folders relevant to their
department.

Provisioning: At this stage, specific permissions are assigned to the user, allowing
access to applications, tools, or data based on their responsibilities. For instance, a
finance staff member might be granted access to the accounting system, while a human
resources officer may receive access to employee records.

Maintenance: This involves ongoing management of user accounts, ensuring access
rights remain accurate and up to date. It includes regular updates, role changes, and
compliance reviews. For example, if an employee moves to a different team, their access
to old project files is removed and access to new tools or systems is added accordingly.

Deprovisioning: This step takes place when a user leaves the organization or no
longer requires certain accesses. Their permissions are promptly removed to prevent
unauthorized entry. For example, when an employee resigns, their email account is
deactivated and access to all internal systems is revoked to protect sensitive information.

Retirement: In this final stage, the user’s digital identity is either deleted or securely
archived. This usually happens after a period of inactivity or once the person is no longer
associated with the organization. For example, a university might archive or delete a
former student’s portal account several months after graduation, once all academic and
administrative processes are completed.

3.1.2.3 Identity Life Cycle Management for External and Guest Users

Effectively managing the identity life cycle of external and guest users is essential
for many organizations. These identities may include contractors, temporary staff,
consultants, seasonal employees, or business partners who require access to internal
systems for a limited time. For example, a freelance developer working on a short-term
software project or a vendor accessing inventory systems must be granted appropriate
access without compromising security.

Although the identity management process for these users is similar to that of full-time
employees, one important difference is the need for flexible identity suspension in the
directory system. Since external and guest identities are often created and removed more
frequently, organizations must be able to quickly adjust access privileges as situations
change. For instance, when a contractor completes a project, their access should be
paused or removed without deleting their entire profile in case future collaboration is
needed.

Incorporating an identity suspension feature into the directory allows I'T administrators
to temporarily disable an account while automatically revoking access rights. This
means if a partner's project is paused, their access can be suspended instead of removed,
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reducing administrative overhead when they return. This capability improves the
control and security of the organization’s digital environment while maintaining smooth
collaboration with external parties.

By streamlining the creation, management, and suspension of external identities,
organizations can ensure secure access, reduce administrative workload, and respond
effectively to the dynamic nature of non-employee relationships.

3.1.2.4 Benefits of identity life cycle management
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Fig 3.1.2 Benefits of Identity lifecycle managment

Stronger Security Measures: By actively managing user identities from start to finish,
organizations can ensure that only authorized individuals access systems and data. For
instance, a company can immediately revoke access to internal tools like email and
cloud storage when an employee leaves, preventing security breaches.

Greater Operational Efficiency: Automating tasks such as account creation, permission
assignment, and access removal help reduce the workload for technical teams. When a
new employee joins, their email account, messaging access, and project tools like task
managers can be set up automatically, saving time and minimizing human error.

Reduction in Costs: Automation also leads to financial savings by lowering the need for
manual intervention, identifying unused or duplicate accounts, and reducing expenses
related to licenses and software maintenance. For example, a system can automatically
detect inactive user accounts in enterprise tools like customer relationship management
software and revoke their access.

Better User Experience: A well-managed identity system allows users to enjoy
simplified login processes, including features like single sign on. Employees, clients, and
partners can easily access multiple tools, such as internal portals, support dashboards,
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and file sharing platforms - without remembering multiple passwords. This improves
both convenience and productivity.

Ability to Scale Easily: As organizations grow and the number of users and applications
increases, a strong identity management system can scale to match those demands
without interruption. Whether a company hires seasonal staff or expands to new
departments, user access can be adjusted quickly and securely.

Improved Control and Visibility: Centralized identity systems give information
technology teams a clear overview of who has access to what. This visibility supports
better decision making and helps prevent unauthorized access. For example, managers
can monitor access to sensitive documents and revoke permissions when needed.

Streamlined Onboarding and Offboarding: Efficient identity management makes it
easy to grant access to new employees and remove access for those leaving. When a
new staff member joins, they can be given immediate access to tools like shared drives
and communication platforms. Similarly, when someone exits, their credentials can be
revoked without delay to maintain security.

3.1.2.5 Challenges in Managing the Identity Life Cycle

Managing the identity life cycle within an organization is a complex task that often
encounters multiple challenges. Without proper structure, clear workflows, or the right
tools, organizations may face inefficiencies, security risks, and reduced productivity.
Some of the key challenges include:

Delays in Onboarding and Access Provision:

New employees must be given timely access to essential systems and tools to begin
their roles effectively. However, when access management is done manually or when
coordination between the human resources team and the information technology
department is lacking, delays are common. For example, if a new marketing associate
joins a company and must wait several days for access to the email system or internal
databases, it slows down their ability to contribute from day one.

Managing Access for External Users:

Temporary staff, such as contractors or seasonal workers, also require secure access
to company resources. If these individuals are not registered in the human resources
system, there may be gaps in communication or delays in provisioning access. For
instance, a freelance designer hired for a short-term project may not receive timely
access to the design tools or cloud storage, which can stall project timelines and create
frustration.

Updating Permissions During Role Transitions:

When an employee moves to a different department or is promoted, their access
permissions must be adjusted accordingly. Without a proper system, they may retain
access to previous resources that are no longer relevant, leading to what is known as
privilege creep. For example, an employee who transitions from the finance department
to operations might still have access to sensitive financial records unless their permissions
are updated promptly.
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Excessive Workload for IT Teams:

Manually handling identity management, responding to access requests, and resolving
related issues places a heavy burden on information technology teams. This reduces
their capacity to focus on more strategic or critical work. For example, when IT staff
are busy resetting passwords or granting individual access rights, they may have limited
time to focus on cybersecurity or system upgrades. Modern identity management tools
that support automation can help reduce this load.

Security Risks Due to Improper Offboarding:

When employees leave an organization, it is critical to immediately remove their
access to all internal systems and resources. Failure to do so can lead to serious security
vulnerabilities. For example, if a former employee still has access to client files stored
on cloud platforms, there is a risk of data misuse, either intentionally or accidentally,
especially if the account remains active without supervision.

To overcome these challenges, organizations must adopt advanced identity life cycle
management solutions that integrate with their existing systems. These tools can
automate onboarding and offboarding, adjust permissions in real time, and reduce
human errors. By streamlining processes and enhancing visibility, organizations can
improve both security and efficiency across all departments.

3.1.2.6 Provisioning

Provisioning refers to the process of assigning the correct access and permissions
to users, service accounts, and digital resources to ensure they can carry out their
responsibilities efficiently and securely. This process is essential when introducing new
employees, external consultants, or automated system accounts into an organization.

For example, when a new staff member joins a company, provisioning includes setting
up their official email account, granting access to necessary software applications like
document management systems, and assigning appropriate permissions to internal
databases based on their job role. Similarly, in educational settings, students are
provisioned with access to learning platforms, course materials, and communication
tools once they enroll in a course.

Provisioning is a key part of identity and access management, helping organizations
maintain security and ensure users only have access to the tools and data relevant to
their duties. It also supports proper management throughout the entire user lifecycle,
from onboarding to role changes and eventual account deactivation.

User and Asset Onboarding Process

The onboarding process for users, service accounts, devices, servers, and other
resources begins with a step called provisioning. This involves identifying what is
being introduced into the organization, understanding its role, and determining the level
of access it requires. Whether it is a new employee joining the company, a contractor
using a project management tool, or a server being added to the infrastructure, clear
identification of purpose and access needs is essential.
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For example, a newly hired marketing executive may need access to email services,
shared folders, and social media management tools, while a new database server may
require access to storage systems and internal networks. Provisioning ensures that these
needs are addressed systematically and securely.

The onboarding of users and assets follows a structured process to ensure proper access,
compliance with organizational standards, and security. The key steps include:

Identifying Requirements

Start by understanding the exact role and responsibilities of the user or asset. This helps
define the scope of access. For instance, a finance department employee would need
access to financial software, reports, and spreadsheets, while a third-party vendor might
need limited access to only the systems relevant to their contract.

Creating Accounts

User accounts are created by entering the required personal or technical details into the
system. For a human user, this includes name, contact information, and job title. For
a software tool or automated process, the account is given a machine identity tied to
specific operations it performs.

Assigning Roles

Each user or asset is placed into a role that matches their function. A human resources
manager might be assigned to the HR role, granting access to payroll, employee
records, and leave management systems. A cloud storage system may be given a role
that includes permission to read and write data across specific folders.

Associating with Groups

Users are added to predefined security groups that help manage permissions
efficiently. For example, adding a faculty member to the "Academic Staff" group may
automatically give them access to course management systems, email services, and
internal communications.

Granting Access to Systems

Necessary applications, data, and network access are provided. Human users might
receive access to tools like Google Workspace, human resource systems, or customer
relationship management software. Non-human users such as automated backup
systems may be given access to multiple storage drives or servers across the network to
perform scheduled tasks.

Applying Security Policies

The organization enforces security protocols, such as password requirements, multi
step verification, and access control measures. These help maintain compliance with
internal standards and industry regulations.

Verifying and Testing Access

Once setup is complete, administrators test whether the new user or asset can access the
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necessary resources. A new intern, for example, may be asked to log into their email,
submit a task on the learning portal, and access team chat systems to confirm everything
is functioning correctly.

Recording and Documentation

All steps in the onboarding process are recorded. These records are important for audit
purposes and help ensure transparency. For instance, documenting the onboarding of
a new server includes details like its assigned role, access level, and approved usage.

Ongoing Monitoring

After onboarding, the user or asset is continuously monitored to ensure their access
remains appropriate. If a team member is promoted, transferred, or leaves the
organization, their permissions are adjusted accordingly. Automated alerts and periodic
reviews help prevent excessive or outdated access rights.

3.1.2.7 Deprovisioning: Securing the Offboarding Process

While provisioning focuses on granting users the necessary access to systems and
resources, the process of deprovisioning is equally important and often even more
critical in maintaining security.

Understanding Deprovisioning

Deprovisioning refers to the structured removal of a user’s access rights and system
privileges when they are no longer required. This process ensures that individuals
who no longer need access are effectively disconnected from the organization’s digital
environment.

This becomes necessary in several situations, such as when an employee resigns,
when a project comes to an end, or when someone transfers to a different department
and no longer needs the same access. For example, if a software developer leaves the
company, all access to code repositories, project documentation, and internal tools
should be revoked immediately. Similarly, when a project manager completes a contract
assignment, their access to shared drives, communication channels, and reports should
be removed without delay.

In cases where the user account cannot be deleted due to audit requirements or record-
keeping, best practices recommend disabling the account completely. This includes
removing all permissions, group memberships, and access roles. The password should
be changed to one that is not known to anyone, and the account should be marked as
inactive or disabled to prevent further use.

Maintaining Strong Deprovisioning Practices

Effective deprovisioning also involves regular reviews of all user access and system
privileges. This helps prevent the buildup of unnecessary or excessive permissions that
could lead to security risks. For instance, an intern who was granted temporary access
to client records should not retain that access after their internship ends.

Organizations often prioritize the setup of access during onboarding but fail to give
equal attention to removing access when it is no longer needed. This oversight can
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lead to serious issues such as unauthorized data access, internal security threats, and
violations of regulatory compliance.

It is essential to view identity and access management as a complete cycle. Every
identity must have a clear start and end point. Proper provisioning grants appropriate
access at the right time, while effective deprovisioning ensures that access is withdrawn
promptly when it is no longer necessary. Both steps are vital in protecting organizational
resources and ensuring compliance with security policies.

3.1.2.8 Directory Services

A directory service is a centralized system that stores and manages information about
users, devices, and other digital resources. It allows system administrators to control
and regulate access to applications, systems, and network resources based on identity.
For example, an employee’s access to a company’s internal application can be granted
or restricted based on the data stored in the directory.

Directory services are a fundamental part of a strong identity security framework. They
are often integrated into identity and access management solutions, which commonly
include features such as multi factor authentication, single sign on, and identity lifecycle
management. For instance, when an employee joins or leaves an organization, their
access rights can be automatically created or revoked through the directory system. In
a company, services like Microsoft Active Directory are used to give employees secure
access to internal tools and shared folders based on their role or department.

These services are also referred to as identity stores, user directories, or LDAP
directories, and they provide the foundation for enforcing security policies. Popular
solutions include Microsoft Active Directory and Oracle Identity Management.
Microsoft Active Directory, widely used in enterprise environments, stores data about
users, computers, and organizational units, enabling administrators to assign roles and
permissions. Oracle’s directory service, often used in larger organizations, provides
similar capabilities across complex, distributed networks.

Directory services usually operate as software solutions that are deployed across
multiple servers to ensure performance, scalability, and availability. These services
include a structured database that catalogs all objects within the system, a defined
schema describing each object and its attributes such as usernames, email addresses,
or device types, and a search function to retrieve information efficiently. For example,
an administrator can search for all users in a specific department or retrieve the login
activity for a particular device.

While Microsoft Active Directory remains the most commonly used solution for
enterprises, it was originally designed for traditional infrastructure with fixed network
boundaries. As a result, it may not fully meet the needs of modern organizations where
users access systems from various locations and devices, including mobile phones and
personal laptops.

To address this shift, cloud based or virtual directory services are becoming more
popular, especially among businesses that prioritize cloud solutions. These directories
integrate information from both local and cloud environments, allowing companies to
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manage user access across a diverse range of platforms. For example, a cloud directory
can synchronize employee data from an internal system with access credentials used for
cloud applications like Google Workspace or Salesforce.

In today’s environment, where users often work remotely and use a combination of
company provided and personal devices, the ability to securely manage digital identities
across different systems has become more important than ever. Directory services serve
as the backbone of this identity control, ensuring that only authorized users can access
sensitive data and resources.

3.1.2.9 Single Sign On (SSO)

Single sign on is a method of authentication that allows a user to access multiple
websites or applications by logging in only once with a single set of credentials. Instead
of entering usernames and passwords for each service, the user signs in once and gains
access to all connected systems. For instance, when an employee logs into their company
portal using their email and password, they may automatically gain access to services
like email, cloud storage, and internal communication tools without logging in again.

Functions of Single Sign On

The process of single sign on depends on a trusted connection between two key systems.
One is the application or service the user wants to access, known as the service provider.
The other is the system that verifies the user's identity, called the identity provider.
Popular identity providers include services like Google, Microsoft, and OneLogin.

This trust is established by exchanging digital certificates during system setup. These
certificates allow identity providers to securely send user information to service
providers. This information is packaged into small files called tokens, which contain
user details such as a username or email address.

The login process usually follows these steps:

1. A user opens a website or application, such as an internal human resource
platform or a file sharing system.

2. The application, acting as the service provider, sends a request to the identity
provider, asking to verify the user’s identity. The request includes a token
with basic user details like an email address.

3. The identity provider checks if the user is already logged in. If so, the system
skips the next step and allows access immediately.

4. If the user is not yet authenticated, the identity provider asks them to log in.
This may involve entering username and password along with other methods

like a code sent to a mobile device.

5. Once the identity provider confirms the user’s identity, it sends a secure
token back to the service provider through the user’s browser.
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6. The service provider checks the token to ensure it came from a trusted
identity provider.

7. If everything is valid, the user is granted access to the requested service.

For example, a university student may log into a learning management system with their
campus email credentials. After that single login, they can seamlessly access related
services such as the library portal, academic records system, and online classroom tools
without needing to log in again.

Understanding SSO Token and Its Security

A Single Sign On token is a set of user information that is shared between systems
during the sign in process. This information may include the user’s email address and
details about the system that is sending the token. For example, when a user logs into
an organization’s main portal, the system may generate a token containing the user’s
identity details and pass it to other connected applications like email services or project
management tools. This allows the user to access all linked platforms without signing
in again.

To ensure security, SSO tokens must be digitally signed so the receiving system can
verify that the token came from a trusted source. This verification relies on a certifi-
cate that is shared between systems during the initial setup. Without this trusted digital
signature, the system cannot be sure the token is valid or has not been tampered with.

Security of SSO

The security of Single Sign On depends on how it is implemented. When done properly,
SSO can significantly enhance security. It simplifies password management for users
and system administrators. Instead of remembering multiple passwords for various ser-
vices, users only need to remember one strong password to access all their applications.
For instance, an employee can sign in once to a company dashboard and automatically
gain access to services like Google Workspace, internal file storage, and time tracking
applications.

SSO can also reduce the workload of technical support teams, especially when it comes
to recovering lost passwords. With centralized access, administrators can enforce stron-
ger password policies, set up additional authentication steps such as requiring a code
sent to a mobile device, and easily revoke access when an employee leaves the organi-
zation.

However, Single Sign On is not without its challenges. Some applications may require
tighter control. For example, access to payroll or financial software may need an extra
layer of authentication. A well designed SSO solution should allow for these advanced
options, such as requiring additional verification for sensitive applications or limiting
access to specific networks, like ensuring users can only log in to internal systems when
connected to a company approved internet connection.
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Recap

¢ Digital identity helps people interact online securely and access various
services like banking, shopping, and social media.

¢ It protects privacy, prevents identity theft, builds online trust, and helps
follow legal rules.

¢ There are different types of digital identity such as user-controlled identity,
attribute-based identity, biometric identity, device identity, and organization
identity.

¢ Digital identity can be verified using passwords, biometrics, digital
certificates, official IDs, and blockchain methods.

¢ Examples of digital identity include social media accounts, email addresses,
online banking profiles, payment apps, health records, and education portals.

¢ Digital identity systems help people get access to important services, reduce
paperwork, protect children, improve healthcare, and give control over
personal data.

¢ Identity lifecycle management manages digital identities from the time they
are created until they are removed when no longer needed.

¢ The main steps of identity management are creating accounts, giving
permissions, updating access, removing access when needed, and deleting
old accounts.

¢ Managing temporary users like contractors is important and their access can
be paused without deleting their identity completely.

¢ Goodidentity managementincreases security, saves time and money, improves
user experience, and makes it easy to manage access as organizations grow.

¢ Managingtheidentity life cycle involves challenges like delays in onboarding,
access updates, and offboarding, leading to security risks and inefficiencies.

¢ Delayed onboarding hampers new employees’ productivity when access to
essential tools and systems is not provisioned promptly.

¢ External users such as contractors and freelancers often face access delays if
they are not integrated into HR systems, affecting project timelines.

¢ Role changes without proper permission updates can cause privilege creep,
where employees retain unnecessary access to sensitive data.

¢ Manual identity management increases the IT team's workload, reducing
their capacity to focus on strategic priorities like cybersecurity.

¢ Inadequate offboarding and deprovisioning can expose organizations to
security risks if former employees retain access to internal resources.
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¢ Provisioning is the structured process of granting appropriate access to users
and assets based on their roles and responsibilities.

¢ Directory services like Microsoft Active Directory provide centralized
management of user identities, access rights, and security policies.

¢ Single Sign-On (SSO) simplifies user access by enabling login to multiple
systems with a single authentication, supported by secure token exchange.

¢ Effective identity management requires continuous monitoring, periodic
access reviews, and automation in provisioning and deprovisioning to
enhance security and compliance.

Objective Type Questions

1. What term refers to data linked to an individual or entity that exists in digital
form?

2. Which type of digital identity is managed and controlled by the individual
themselves?

3. What is the process of removing access rights when a user leaves an
organization called?

4. Which verification method uses fingerprints or facial features for identity
confirmation?

5. What technology is used for decentralized identity verification without a
central authority?

6. Which component of identity lifecycle management updates user access
when they change roles?

7. Which digital identity type identifies devices in the Internet of Things (IoT)
environment?

8. What is the term for creating a new digital identity when someone joins an
organization?

9. Which platform type provides digital identities through profiles like
Facebook and LinkedIn?

10. What benefit of digital identity reduces reliance on physical documents?
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11. What is the process of assigning correct access and permissions to users in
an organization called?

12. Which process ensures the structured removal of access rights when no
longer needed?

13. Which is the process that helps reduce the excessive workload of IT teams
in access management?

14. What is the primary system used to store and manage user identities in a
centralized manner?

15. What term describes a method where users log in once to access multiple
applications?

16. What is the key file exchanged between identity providers and service
providers to establish trust in SSO?

17. Which common directory service is widely used in enterprise environments?
18. What challenge arises if permissions are not updated during role transitions?

19. What is a major security risk if deprovisioning is not properly managed?

Answers to Objective Type Questions

1. Digital Identity

2. User Centric Identity
3. Deprovisioning

4. Biometric Verification
5. Blockchain

6. Maintenance

7. Device Identity

8. Onboarding

9. Social Media
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10. Lower Environmental Impact
11. Provisioning

12. Deprovisioning

13. Automation

14. Directory

15. SSO

16. Certificate

17. Active Directory

18. Over-privilege

19. Unauthorized Access

Assignments

1. Explain the concept of digital identity and discuss its importance in accessing
online services and ensuring privacy protection. Provide relevant examples.

2. Describe the various types of digital identity. Compare and contrast User
Centric Identity, Attribute Based Identity, and Biometric Identity with
suitable examples.

3. What is Identity Lifecycle Management? Explain its key stages and describe
how it enhances security and operational efficiency within organizations.

4. Discuss the role of digital identity in preventing identity theft and promoting
trust in online interactions. How do digital certificates and biometric
verification contribute to this?

5. Explain the major challenges organizations face in managing the identity
life cycle. Illustrate your answer with examples of onboarding, role changes,
and offboarding scenarios.

6. Discuss the importance of provisioning in identity and access management.

How does an effective provisioning process contribute to organizational
security and operational efficiency?
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7. Whatis privilege creep, and how does it pose a risk to organizations? Suggest
methods to prevent privilege creep during employee role transitions.

8. Describe the role of directory services in identity and access management.
Compare traditional directory services with cloud-based directory solutions
in modern organizations.

9. Define Single Sign-On (SSO) and explain its working mechanism. What are

the security benefits and potential risks associated with implementing SSO
in an enterprise environment?
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UNIT 2 Access control Models and

Policies

Learning Qutcomes

At the end of this unit, the learner will be able to:

¢ to familiarise the concept of Mandatory Access Control.
¢ to introduce Role-Based Access Control.
¢ make aware about Discretionary Access Control.

¢ to narrate about Rule-Based Access Control.

Prerequisites

Access control is a fundamental requirement in any secure digital system to ensure that
only authorized individuals can access specific resources, data, or systems. It helps
prevent unauthorized use, protects sensitive information, and enforces organizational
policies. Without proper access control, users may gain entry to data beyond their role,
increasing the risk of data breaches and misuse.

In a hospital, a receptionist should only have access to patient check-in information,
while a doctor can view detailed medical records. This separation safeguards patient
privacy and supports compliance with health data protection laws. Access control
also ensures operational efficiency by streamlining user permissions based on roles,
departments, or responsibilities. For example, a university student can access learn-
ing materials, but not administrative systems used by faculty. Role-based access
makes it easier to manage permissions, especially in large organizations where manual
monitoring would be time-consuming and error-prone. It also supports auditing and
accountability by tracking who accessed what and when. Overall, implementing strong
access control mechanisms is essential for protecting digital assets, ensuring compli-
ance, and maintaining user trust.

Keywords

Privileges, Authentication, Confidentiality, Permissions, Authorization, Ownership
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Discussion

3.2.1 Mandatory Access Control (MAC)

Mandatory access control is a security model used to regulate access to information and
resources in a highly controlled manner. Unlike other access methods, in this model,
individual users do not have the freedom to decide who can access a file or folder.
Instead, the rules and conditions for access are defined by system administrators and
enforced by the operating system or a core security module. End users cannot modify
or bypass these restrictions.

This method works by assigning a sensitivity level to each resource, such as "Restricted,"
"Confidential," "Secret," or "Top Secret," depending on how sensitive the information
is. Each resource is also grouped under a specific security category, such as "Department
M" or "Project X." Together, these labels form the complete security classification of a
file or object.

At the same time, users are given specific clearance levels that match certain sensitivity
levels and categories. When a user attempts to access a resource, the system checks
whether their clearance matches the resource’s classification. Access is granted only if
the user meets all conditions.

For example, if a document is labeled as "Department M Restricted," and User A has
clearance for "Department M" and a level that covers "Restricted" content, they are
allowed to open it. On the other hand, if User B does not have the required clearance for
either the department or the restriction level, they will be denied access. Similarly, a file
marked "Project X Confidential" will only be visible to users with matching clearance
for both the project and the confidentiality level.

This model is often used in environments where security is critical, such as government
agencies, defense systems, or financial institutions, where unauthorized access must be
prevented even if the user owns the file or system.

3.2.1.1 Usage of Mandatory Access Control

Mandatory access control is a security model commonly used in sensitive environments
such as government agencies and military institutions. In this model, each file, folder,
or system resource is given a classification label, such as confidential, secret, or top
secret. At the same time, users are assigned a specific clearance level based on their
role or authority. A user can only access a resource if their clearance level is equal to or
higher than the classification of that resource.

For example, in a defense department database, a document labeled as secret can only be
accessed by users who have at least a secret clearance. A person with only confidential
clearance would be denied access, regardless of their position or intent.

When a person or device attempts to access a classified resource, the operating system or
the core security component evaluates the credentials of the requester. If the credentials
do not meet the required security level, access is denied automatically. This process is
designed to enforce strict control over who can view or modify sensitive information.
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Mandatory access control is known for offering the highest level of security among
access control models, but it requires careful configuration and constant updates. Each
user's clearance and each resource's classification must be reviewed regularly to reflect
changes in roles or information sensitivity.

System administrators are responsible for defining and maintaining this structure. They
assign permissions, update classification levels, and ensure that the hierarchy is strictly
followed. Since access rights are centrally controlled, regular users cannot change their
own permissions or gain access to resources above their clearance. For instance, an
employee in a classified research project cannot open files from a higher security tier
without administrative approval.

This centralized and structured approach ensures that sensitive data remains protected
and that access is only granted to those who truly need it and are authorized to view it.

3.2.1.2 Basic Principles of Mandatory Access Control

Mandatory access control operates on a set of core principles designed to protect data
and maintain confidentiality by strictly regulating who can access information and how.
This model is centrally managed by a system administrator who defines and enforces
access policies. The administrator assigns security clearance levels to users and labels
to files or system resources based on sensitivity. For example, in a government agency,
a user may be given clearance to view documents marked as confidential but not those
marked as secret or top secret.

Another key principle is that users are only allowed to access information that matches
their clearance level. A person working in a financial department may have access to
budget reports but not to payroll records unless their clearance permits it.

Users are not allowed to alter their own permissions or change access levels, even if
they are the creator or owner of a file. For instance, an employee who writes a report
cannot adjust the access settings to allow others to view it unless the administrator has
already granted such privileges.

Additionally, users cannot give access rights to others or modify the rules that
determine who can access what. For example, a researcher in a medical institution
cannot share patient data with a colleague unless the system explicitly allows it through
administrative approval. Access to another user’s data is strictly prohibited without
direct and authorized permission.

These principles ensure that control over sensitive data remains in the hands of trusted
administrators and that access is based strictly on predefined rules, reducing the risk of
unauthorized disclosure or misuse.

3.2.1.3 Advantages and Limitations of Mandatory Access Control

Mandatory Access Control is known for offering a strong level of security when
managing access to sensitive information and critical resources. It is especially
effective in environments where maintaining confidentiality is essential. For instance, in
government departments or military operations, where national security data is involved,
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only authorized users are allowed to access specific files or systems. Since users are not
permitted to change access permissions, the risk of accidental or intentional breaches
is significantly reduced. The strict control maintained by system administrators ensures
that security policies are consistently enforced without relying on user decisions.

However, one of the main challenges of this approach is its complexity in management.
All access permissions are handled by administrators, which can become increasingly
difficult as the number of users and systems grows. For example, in large organizations
with thousands of employees and multiple systems, maintaining individual access rules
can be a time-consuming task. This makes it less practical for public applications like
online social networks or retail platforms, where user bases are large and constantly
changing.

Another concern is the cost and effort required for implementation. Granting access to
specific resources often involves extensive user clearance processes, which can take
considerable time and financial resources. In addition, when an organization needs to
apply different security levels within a single information system, the administrative
workload increases even further. Due to these factors, many private companies,
especially those with limited budgets, may avoid adopting mandatory access control in
favor of more flexible and cost-effective alternatives.

3.2.2 Understanding Role Based Access Control (RBAC)

Role based access control is a security model used to manage user access to systems,
applications, and data based on their assigned roles within an organization. Instead of
giving individual permissions to each user, access rights are grouped according to roles,
and users are assigned to these roles based on their job responsibilities.

In a business environment, a security analyst may have access to network settings and
the ability to configure firewalls, but cannot access customer records. On the other
hand, a sales representative can view and manage customer accounts but does not have
permission to alter security configurations. This structured access helps ensure that
individuals can only interact with the resources necessary for their specific roles.

In an RBAC system, an administrator defines various roles, each with a specific set
of privileges. These roles can be assigned to users as needed. A person in a finance
department may be granted the ability to approve purchases, use budgeting tools, and
access procurement systems. Similarly, someone in the human resources team may be
allowed to view employee records and manage benefit enrollment platforms.

Organizations with large workforces often adopt RBAC to streamline user access and
enhance data security. Beyond digital systems, RBAC can also be used for physical
security. For example, a company might restrict access to server rooms or office
buildings using electronic door controls that recognize the role of the employee trying
to enter.

By ensuring that users can only access the resources relevant to their responsibilities,
RBAC reduces the risk of misuse by internal staff, accidental errors by employees, and
threats from external attackers.
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3.2.2.1 Importance of Role Based Access Control

Simplifies Permission Management: RBAC allows organizations to efficiently manage
permissions without having to set access rights for each user individually. When a new
employee joins, they can be quickly assigned a role that automatically provides the
required permissions. Likewise, when someone changes roles or leaves the company,
adjustments or removals are easy to make.

For example, if an external marketing partner is brought in for a collaborative project,
assigning them a co-marketing role could grant them access to a specific set of product
data through an application interface, while preventing access to confidential internal
information.

Supports Compliance with Regulations: RBAC also helps companies meet legal and
regulatory requirements, particularly in fields like finance and healthcare. It provides a
clear record of who accessed what information, when, and for what purpose. This level
of accountability is important for audits and regulatory reviews, ensuring that sensitive
data is handled appropriately.

Protects Sensitive Information: RBAC strengthens cybersecurity by following the
principle of least privilege. This means that users are given only the minimum level
of access they need to perform their duties. For example, a junior developer may be
allowed to write and test code, but cannot push changes to the main application without
approval from a senior team member.

Restricting access in this way minimizes the risk of both accidental errors and intentional
breaches. It also helps contain potential threats. For instance, if a cyber attacker gains
access to a user account, RBAC ensures that the attacker cannot easily move through
the system or reach high-value data.

Reports like the X Force Threat Intelligence Index highlight that abuse of legitimate
accounts is one of the most common tactics used in cyberattacks. By limiting what
each account can access, RBAC reduces the potential damage if such an account is
compromised.

3.2.2.2 Working of Role Based Access Control

In a role based access control system, an organization begins by defining specific roles
within its structure and then assigning the appropriate permissions and privileges to each
role. These roles usually fall under general categories such as administrators, technical
experts, and general users. For example, in a corporate environment, an administrator
may have complete access to system settings, a technical expert may have access to
specialized tools, and a general user may only access basic features.

To refine access further, organizations consider factors such as the user's level of
authority, job responsibilities, and skills. In many cases, a role can align directly with
a job title, such as "Human Resources Manager" or "Network Engineer." In other
situations, a role might be created based on a set of required permissions rather than a
specific job title. For instance, a "Data Reviewer" role might be granted to employees
in different departments who need to analyze reports, regardless of their official job
position.
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Users can be assigned more than one role or grouped under a role category that combines
multiple levels of access. Some roles are arranged in a hierarchy, where higher-level
roles inherit all the permissions of the roles below them. For example, a department
supervisor might have permission to both read and update internal reports, while team
members under the same department may be allowed to view the reports only.

A real-world example of role based access control can be seen in a hospital setting. An
information technology administrator defines a role called “Nurse.” This role is given
permissions such as entering patient information and viewing medical histories in the
electronic health record system. Members of the nursing staff are assigned to this role.
When a nurse logs into the system, the role based access control framework verifies
the permissions associated with the Nurse role and grants access to relevant functions.
Actions such as prescribing medication or ordering laboratory tests are not permitted,
as those capabilities are reserved for users with a different role, such as “Doctor.”

3.2.2.3 The Three Core Principles of Role Based Access Control

The role based access control model, established by the National Institute of Standards
and Technology (NIST), is built upon three essential rules:

1. Role Assignment: A user must be assigned at least one active role in order
to access system features or perform specific actions. Without a role, no
permissions are granted.

2. Role Authorization: A user must be properly authorized to assume the
role or roles they are assigned. This ensures that only qualified individuals
hold sensitive roles, such as a financial controller being allowed to access
budgeting systems.

3. Permission Authorization: Access permissions are granted only through
role assignments. A user can perform an action or view certain data only if
their assigned role includes the required privileges.

3.2.2.4 The Four Models of Role Based Access Control

Role Based Access Control, or RBAC, is implemented through four structured models,
each building upon the foundation of the previous one. These models share the same
core principles but add different levels of complexity and functionality as they progress.

Core RBAC: This is the basic structure upon which all other RBAC models are built. In
this model, users are assigned specific roles, and each role is associated with a defined
set of permissions. Access to resources is granted based on the role, not the individual
user. For instance, in a company's internal system, an employee assigned to the "data
analyst" role may be permitted to access analytics dashboards and generate reports, but
cannot modify system settings. This model is straightforward and widely used in small
to medium organizations for managing access efficiently.

Hierarchical RBAC: This model expands the basic structure by introducing a role
hierarchy, which reflects the chain of authority within an organization. In this setup,
higher roles automatically inherit the permissions of roles below them in the structure.
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For example, in a corporate environment, a "regional manager" role may inherit all the
permissions of a "store manager" and also have additional privileges such as regional
sales analysis. Similarly, a "director" role would have the combined access of all roles
beneath it, including both regional and store managers.

Constrained RBAC: This model includes all the features of hierarchical RBAC and
introduces rules to enforce separation of duties. This principle ensures that no single
user can perform conflicting tasks, which helps reduce the risk of fraud or error. For
example, within a financial department, the employee who submits an invoice should
not be allowed to approve or process that same payment. Constrained RBAC ensures
that such responsibilities are divided among different roles to maintain operational
integrity.

Symmetric RBAC: As the most comprehensive model, symmetric RBAC offers
complete visibility and control over the relationship between users, roles, and
permissions. It allows organizations to analyze how each permission is linked to
each role and user, and make changes as business needs evolve. For example, in a
large enterprise managing hundreds of roles, the system can be configured to ensure
that a temporary contractor is only given the specific access needed for a short term
project, and that those permissions are automatically revoked after the contract ends.
This model is ideal for organizations that require detailed oversight and adaptability in
access management.

3.2.3 Understanding Discretionary Access Control

Discretionary Access Control, often referred to as DAC, is a flexible and decentralized
method of managing access permissions. In this approach, the control over who can
access specific resources lies with the individual user or owner of the object, rather than
with a central authority. For instance, in platforms like Google Docs, the document
owner decides who can view, edit, or comment on the file. Similarly, smartphone
applications and various operating systems allow users to control app permissions or
file access based on personal preferences.

In a DAC system, users or subjects have the ability to share files and data with others.
They can assign access privileges, such as read, write, or execute, and can also modify
object properties. When creating new files or resources, users can determine the
attributes and permissions attached to them. These permissions can be adjusted at any
time, making DAC suitable for environments that require flexibility and collaboration.

Unlike mandatory access control, or MAC, which enforces strict, centrally managed
rules based on security levels and classifications, DAC offers more autonomy. In MAC
systems, access decisions are made based on predefined clearance levels that cannot
be altered by users. In contrast, DAC empowers individuals to define their own rules,
making it more adaptable in settings like shared drives or personal computing.

While DAC provides significant freedom and is easy to implement, especially in user-
driven environments, it may not always be the most secure method for organizations
that require strict control over sensitive data. Because users can freely grant access,
there is a greater risk of unintentional data exposure or misuse.
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This overview introduces the core principles of discretionary access control. It will
further explore how DAC works in practice, the advantages it offers, the common
challenges it presents, real-world examples of its use, and how it differs from mandatory
access control models.

3.2.3.1 Working of discretionary access control

Discretionary Access Control (DAC)

| 2

Owner d
0, S
= O
Specifies user/groups Obiject
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Fig. 3.2.1 Discretionary access control

Discretionary access control is a security model that manages access to resources based
on the identity of users or user groups. It operates on two main concepts:

¢ Subjects are the users or user groups requesting access to a resource.

¢ Objects are the protected resources such as files, applications, or data stored
within a network.

In this model, the system uses the subject’s identity to determine access permissions.
Before a user can interact with a specific resource, they must provide authentication
details that confirm their identity. Once verified, the system checks whether the user has
the necessary permissions to access the object.

There are two major approaches used in discretionary access control:

Access Control Lists (ACLs): An access control list is a structured set of rules that
defines which users or groups can access specific resources and what level of access
they are allowed. For example, a document on a shared server might have an access list
stating that some users can read and write the file, while others can only view it. These
permissions are defined by the owner or system administrator and can be adjusted at
any time. ACLs are often used in file systems, email servers, and content management
platforms.

Capability Based Systems: Unlike access control lists, capability based systems do
not store access rules in a central list. Instead, access rights are embedded in tokens or
keys that are given to users. A well-known example is cryptocurrency, where access to
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a digital wallet is granted through a private key. Another example is an image-sharing
platform like Imgur, where users can edit or manage an image only if they have the
hidden URL linked to that image. There is no central list of who has access; access is
determined by possession of the appropriate capability.

In both systems, access is considered discretionary. This means the owner of a file or
resource has the authority to decide who can access it and what level of access they
receive. For instance, a user who uploads a document to a shared workspace might
allow one group of colleagues to edit the content while giving others permission only
to view it. Similarly, users on image sharing platforms may choose to share links with
limited access or keep content private unless the link is shared. In cryptocurrency, the
transaction only proceeds if the private key is used with the owner's consent.

3.2.3.2 Advantages of Discretionary Access Control (DAC)

Discretionary Access Control offers several valuable benefits when it comes to managing
access to digital resources. This system is especially effective in environments where
ease of use, speed, and flexibility are important.

Flexible Permission Settings: One of the key strengths of DAC is its flexibility. Users
who create or own files or resources have the authority to set access permissions for
others. For example, in a shared company folder, the file owner can decide who can
view, edit, or delete each document. This level of control allows users to divide people
into specific groups and assign detailed access rights, something not easily achieved
with systems that use mandatory rules.

Fast and Efficient Access Control: With DAC, permissions can be granted quickly
without going through a central administrator. A project leader can easily share
documents with new team members by simply adjusting access settings, without
waiting for IT staff to create user roles or assign formal security levels. This freedom
allows information to move efficiently across departments and teams.

Reduced Workload for Administrators: In a DAC system, the responsibility for
access control is shared among users rather than centralized with system administrators.
This reduces the burden on IT staff. For instance, in a small business, each employee
can manage their own folders or application settings without requiring constant
administrative intervention. As a result, administrators are free to focus on more
complex tasks.

Straightforward Policy Management: Managing access rules in a DAC environment
is simple. Administrators only need to assign access privileges to users or groups as
needed. When using an access control list system, permissions can be updated or removed
quickly. For example, when an intern joins a team, a manager can instantly provide
limited access to the required files without involving detailed security configurations.

Because of these benefits, discretionary access systems are often chosen by smaller
organizations or companies that do not handle large amounts of sensitive information.
When speed, convenience, and user-level control are important, DAC provides a
practical and effective solution.
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3.2.3.3 Challenges of Discretionary Access Control

Although discretionary access control offers flexibility and ease of use, it also presents
several challenges that can compromise security and efficiency.

Security Limitations: One of the most significant concerns with discretionary access
control is its relatively weak level of security when compared to more restrictive models
such as mandatory access control. Since users have the authority to grant access to
others, it opens the possibility for security risks. For example, a user might unknowingly
allow access to a file by someone who later installs malicious software. In other cases,
users may be granted more access than necessary, a situation known as privilege creep,
which can lead to unauthorized data exposure or misuse. Additionally, users may not
fully understand the implications of the permissions they are assigning.

Limited Administrative Visibility: Discretionary access control often results
in decentralized permission management, which can cause confusion and reduce
oversight. Security teams may struggle to keep track of who is accessing sensitive
resources. For instance, if multiple employees manage access to a shared folder without
coordination, it becomes difficult for administrators to identify potential misuse or to
ensure compliance with data protection policies.

Ongoing Maintenance Issues: Managing access control lists, which define who
can access specific files or systems, is the responsibility of individual users or data
owners. As organizations grow and users change roles, these lists can become outdated
or inaccurate. For example, an access control list might still contain permissions for
someone who left the organization months ago, or it may not reflect a recent promotion
that requires updated access rights. Over time, these inconsistencies weaken the
effectiveness of the access system.

Insufficient Protection for Sensitive Data: Organizations handling critical information,
such as medical or financial records, require strong data protection measures.
Discretionary access control does not offer the centralized oversight needed to ensure
consistent security for such data. For instance, relying on users to control access to
electronic health records can result in accidental exposure or non-compliance with legal
regulations. Centralized systems with enforced policies are generally recommended for
managing sensitive or regulated data.

3.2.3.4 Examples of Discretionary Access Control

Discretionary access control is a widely used method for managing digital permissions
and is commonly found in both personal and organizational settings. In this model, the
owner of a resource has the authority to decide who can access it and what level of
access is allowed. Many people interact with discretionary access control in their daily
lives, often without being aware of it.

Social Media Platforms: On social media platforms like Facebook, discretionary access
control is used to manage group memberships and content visibility. For example, the
creator of a Facebook group can decide who is allowed to join the group, post messages,
or view shared media. Group members may have limited control over the content and
usually cannot share group posts outside the platform without permission.

@ SGOU - SLM - FYUGP - MD Course - Information Security m

o~
o




Mobile Applications: Smartphone users frequently use discretionary access settings
when installing and managing applications. For instance, a user can allow or deny an app
access to the phone’s location, camera, or contact list. The decision lies with the phone
owner, who controls how and when the app interacts with sensitive device functions.
This helps in protecting personal information from potentially insecure applications.

File System Management: Operating systems such as Windows, macOS, and UNIX
use discretionary access control to manage file permissions. For example, in a UNIX
system, the owner of a file can specify who has permission to read, write, or execute
it. These permissions are often defined using file modes. A user might prevent others
from editing a document or viewing hidden file details unless they are explicitly granted
access.

Collaboration Tools: In productivity platforms like Google Drive or Dropbox,
document owners use discretionary access settings to manage who can view, edit, or
share files. For instance, when a Google Document is created, the owner can grant
editing rights to certain colleagues while allowing others to view the document only.
The owner also retains full control to revoke access, delete the document, or restrict
further sharing.

Cryptocurrency Wallets: Digital wallets for cryptocurrency also apply discretionary
access principles. Access is granted through the use of public and private keys, which
are controlled by the wallet owner. For example, someone holding both keys can transfer
funds or check balances, while others may only be able to receive funds using the
public key. This system ensures that control over assets remains with the wallet holder.

Executable Scripts: Scripts used in tools like Microsoft Excel or other software
applications are often managed through discretionary access. A file owner may send a
script to colleagues to automate tasks such as data formatting or calculations. However,
since scripts can also perform system-level operations, they pose security risks if not
controlled properly. Most modern systems allow users to verify the origin of scripts and
restrict their actions to protect system integrity.

3.2.4 Rule Based Access Control

Rule based access control is a method used to manage user access to network resources
based on a set of predefined conditions. Instead of assigning access manually to each
user, administrators create rules that the system follows to allow or deny access.

In this approach, specific conditions are established - such as the time of day, user
location, type of device, or the action being requested. When a user attempts to access
an application or resource, the system checks these conditions against a rule set. If all
conditions are satisfied, access is granted; otherwise, the user is restricted.

For example, a company may allow employees to access sensitive financial records
only during working hours and only from devices connected to the internal network. If
a user tries to access the same records at midnight from an external network, the system
automatically blocks the request based on the defined rule.

Practical Applications

Rule based access control is commonly used in environments where strict and consistent
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access rules are necessary. In healthcare systems, for example, patient records may
only be accessible to medical staff during their scheduled shifts. In educational portals,
students may be allowed to submit assignments only before a deadline, as enforced by
system rules.

3.2.4.1 Importance of Rule Based Access Control

Managing who can access which digital resources is a major aspect of maintaining
security. Without effective access control in place, organizations risk exposing sensitive
data to unauthorized users, which can lead to costly data breaches or ransomware
attacks. For example, if financial records or employee information are not properly
protected, attackers may gain access and misuse the data, causing legal and financial
damage.

Rule based access control allows organizations to define clear conditions under which
users can access certain systems or data. This approach enables administrators to create
specific rules that reflect the needs and security requirements of the organization. For
instance, access to payroll data can be limited only to human resources staff, while
technical configuration files may be made available only to senior I'T personnel.

With rule based systems, administrators can place extra restrictions on high value or
sensitive data. This means that only users with valid roles or tasks are allowed access,
while others are automatically blocked. For example, a marketing employee would not
be able to access confidential legal documents unless a rule grants permission based on
a temporary project or role change.

Another advantage of rule based control is its consistency and reliability. Once the rules
are correctly defined and implemented, they reduce the chances of human error. Unlike
manual approval processes, which can vary or be bypassed, rule based systems follow
the same logic every time a request is made.

Additionally, rule based access helps organizations meet legal and regulatory
requirements. It creates a clear record of who accessed what data and under which
conditions. For example, during an audit, a company can show that only authorized
users accessed customer financial data, supporting compliance with data protection
laws.

SO -8l — 2

System Defines access RBAC dynamically
Admin criteria assigns roles to users

Fig 3.2.2 Rule Based Access Control
3.2.4.2 How Rule Based Access Control Works

Rule based access control operates by comparing a user's credentials to a set of predefined
rules stored in a system database. These rules are linked to specific applications, data, or
other digital resources. To gain access, a user must meet the conditions specified in the
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rules. If the conditions are satisfied, the system grants access. If not, access is denied or
additional verification is requested.

Unlike role based access control, which assigns permissions based on a person’s job title
or function, rule based systems evaluate user attributes - specific characteristics related
to the individual or context. These attributes determine whether access is permitted.

For example, time-based rules may allow employees to access certain applications
only during official work hours. A company may restrict access to financial data before
market hours or limit system usage during night shifts for added security.

Location based rules may permit access only from approved physical locations. A user
working remotely from a registered office can log in, while someone attempting access
from an unknown region may be blocked.

Rules based on user role or seniority can grant broader access to higher-level staff.
For instance, executive members may be able to view confidential business reports,
whereas an intern may only have access to basic administrative tools relevant to their
tasks.

Some systems also monitor user behavior in real time. If a user begins accessing unusual
data or performs actions that deviate from their typical usage pattern, the system may
block further access to prevent potential threats such as unauthorized account usage.

Rule based access control can function in two ways: static and dynamic. In a static
system, rules stay the same until an administrator updates them manually. In contrast,
a dynamic system adjusts automatically to changing conditions. For instance, if a user
fails to enter the correct password multiple times, dynamic rules may temporarily block
access or require extra authentication.

This flexible approach to access control ensures that only authorized users can interact
with protected resources under specific, controlled conditions.

3.2.4.3 Advantages of Rule Based Access Control

Detailed Access Management: Rule based access control offers highly specific control
over who can access certain resources. Administrators can create access rules using a
wide range of conditions such as time of access, user role, location, or device type.
For instance, access to a client database can be restricted during non-working hours or
limited to users with a managerial role. Similarly, permissions can be granted only to
users connecting from approved internet addresses or during scheduled maintenance
windows. This level of detail goes beyond what traditional role based systems can offer.

Stronger Data Protection: The ability to apply focused rules greatly enhances security.
Administrators can place strict access conditions on sensitive data and critical parts of
the network. For example, access to confidential financial records may be allowed only
when a user logs in through a secured network and confirms identity through multiple
steps such as a password and a mobile code. When used together with advanced security
methods like multiple step authentication, rule based systems provide a strong layer of
protection against unauthorized access.
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Reduced Administrative Burden: Managing user access becomes more efficient with
a rule based system. Once the access rules are properly set up, there is no need for
administrators to assign permissions manually for each user. The system automatically
grants access when the specified conditions are met, such as verifying user credentials,
checking the time of request, or confirming the type of device being used. This
automated process reduces mistakes and saves time, allowing administrators to focus
on more strategic tasks.

3.2.4.4 Steps for Implementing Rule Based Access Control

Implementing rule based access control requires thoughtful planning to align with
the structure and needs of an organization. Although systems may vary in the type of
attributes they rely on, the following steps are generally involved in the process:

1. Analyze Network Access Requirements: Begin by identifying the specific
access rules needed for different applications and network points. It is
important to define both individual rules and general rules that apply across
the entire network. For example, access to sensitive financial records should
be more restricted than access to general file storage. Applications that
handle confidential customer data may need tighter controls than internal
communication tools.

2. Assess the Threat Landscape: Understand the kinds of threats that may
target your system and identify areas most vulnerable to attack. Controls
should be designed to protect against these risks. For instance, if external
attacks on remote access systems are common, then enhanced security rules
should be placed on virtual private network connections and remote desktop
protocols.

3. Build a Focused and Secure Rules Database: Develop a collection of rules
that reflect the structure and responsibilities within your organization. These
rules should clearly define who can access which resources and under what
conditions. For example, only senior staff may be allowed to modify policy
documents, while general staff can only view them. Rules should be reviewed
and updated regularly to remain effective as roles and responsibilities evolve.

4. Test the Access Control System Thoroughly: Before full deployment, test
the system to ensure that the rules work as intended and do not interfere with
daily operations. Conflicts may arise with other access systems such as role
based access models. For instance, an employee who is part of two different
project groups may face a conflict if one rule grants access and another
denies it. These conflicts need to be identified and resolved during testing.

5. Establish Clear Access Policies for Users: Users must be informed about
how access rules work and why they are important. Written policies should
explain how to use the system correctly, what to do when access is denied,
and the consequences of violating security rules. For example, a staff member
trying to access restricted payroll data should be notified about policy limits
and guided on the correct procedure to request permission if needed.
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6. Conduct Regular Audits and Make Necessary Updates: Schedule regular
reviews of access logs and rule performance to ensure the system is still
effective and compliant with legal and organizational standards. For instance,
if new departments or systems are added, rules may need to be revised to
reflect the changes. Keeping an updated and accurate access log also helps
meet data protection regulations and supports incident investigations.

3.2.4.5 Challenges of Rule Based Access Control

Rule based access control presents several significant limitations, especially when
applied in complex environments. The following are key challenges associated with its
implementation and management:

Complex Setup and Configuration: Creating a rule based access system can be a time
consuming and intricate task. IT teams are required to build a complete set of access
rules that cover every digital asset within the organization. For instance, in a university
setting, separate rules may need to be written for accessing administrative records,
faculty resources, and student portals. This extensive rule creation process can become
overwhelming compared to simpler access models that use predefined roles.

Preparation and Readiness for Deployment: Before a rule based system can be
launched, it must undergo rigorous testing and quality checks to ensure the access per-
missions function correctly. Security teams need to detect and resolve any configuration
errors to avoid operational disruptions. For example, in a hospital environment, failing
to test access rules properly could prevent doctors from retrieving critical patient data
during emergencies.

Difficulty in Adapting to Changing Needs: As organizational requirements evolve,
rule sets must be updated to reflect new access demands. Modifying these rules can
be complex, especially when they are interconnected or distributed across different
branches. For example, a retail company operating in multiple cities may have different
access conditions for each location. Updating rules for a new sales application across
all branches may require manual changes in every rule database, making the system
harder to maintain and scale.

High Demands on Network Infrastructure: Processing large volumes of rule based
access requests can place a heavy burden on the organization’s network. If the infra-
structure relies on older servers or outdated systems, the result may be slower response
times or system lag. In a school or government office where multiple users try to access
secured files at the same time, this performance issue can disrupt productivity.

Challenges in Auditing and Monitoring: Monitoring and auditing user access within
a rule based system is often complicated. Since access is governed by generalized
rules, tracking the specific actions of individual users can be unclear. In some cases,
administrators may create exceptions for particular users, such as granting a contractor
temporary access to internal systems. Keeping records of such exceptions and restoring
previous rule settings later can lead to inconsistent and confusing audit trails.

Inflexibility and Poor User Experience: Rule based systems apply rules uniformly
without considering individual user needs, which can result in unnecessary access
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blocks. For example, an employee may be prevented from accessing a project file even
though it falls within their job responsibilities, simply because the rule was written too
broadly. In contrast, systems based on user roles often provide a more flexible and per-
sonalized experience, leading to fewer disruptions.

Recap

¢ Mandatory Access Control (MAC) is a strict security model where only
system administrators define and enforce access policies; users cannot
modify their own permissions.

¢ MAC operates by assigning sensitivity labels to resources (e.g., Confidential,
Secret) and matching them with users’ security clearance levels to regulate
access.

¢ Access to files and data under MAC is determined by a combination of
clearance levels and security categories such as departments or projects.

¢ MAC is commonly used in highly secure environments like government
agencies, military organizations, and financial institutions where data
confidentiality is critical.

¢ The key principles of MAC include centralized control, non-transferable
permissions, and strict enforcement of access policies to prevent unauthorized
access.

¢ Users cannot share access rights or adjust permissions on their own; only
administrators can make such changes to maintain strict security.

¢ An advantage of MAC is its high level of security, minimizing risks of data
breaches or unauthorized disclosures by enforcing rigid control mechanisms.

¢ One limitation of MAC is the complexity and administrative burden of
managing access permissions in large organizations with many users and
resources.

¢ Implementing MAC can be resource-intensive, requiring careful and
continuous classification of data and regular updates to user clearances.

¢ Despite its strengths, MAC is less practical for dynamic environments like
social networks or businesses with rapidly changing user bases, where
flexible models like DAC or RBAC are preferred.

¢ DAC provides flexibility but offers relatively weaker security compared to
stricter models like MAC.

¢ Users having control over permissions can unintentionally grant access to
unauthorized or malicious actors.

¢ Privilege creep can occur when users accumulate excessive permissions
over time, increasing risk.
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¢ Decentralized management leads to limited administrative visibility, making
it difficult to monitor access comprehensively.

¢ Outdated or inaccurate access control lists may persist when users change
roles or leave the organization.

¢ Sensitive data, like medical or financial records, is not sufficiently protected
due to lack of centralized oversight.

¢ Individual users may lack the expertise to understand the security implications
of permissions they assign.

¢ Ensuring compliance with legal and regulatory requirements is harder under
a decentralized DAC model.

¢ The model depends heavily on user awareness and responsibility, increasing
chances of accidental exposure.

¢ DAC is less suitable for organizations that manage critical or regulated
information needing strict access controls.

Objective Type Questions
1. In Mandatory Access Control (MAC), who defines access permissions for
resources?

2. What is the primary purpose of assigning sensitivity levels to resources in
MAC?

3. Which access control model gives users the flexibility to assign access rights
to others?

4. What is the highest security classification mentioned in MAC?

5. Which principle in MAC prevents users from changing their own access
permissions?

6. In Role-Based Access Control (RBAC), what are permissions primarily
assigned to?

7. What model of RBAC enforces the principle of separation of duties?
8. Which access control mechanism uses Access Control Lists (ACLs)?

9. In Discretionary Access Control (DAC), who typically manages resource
permissions?
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10.

I1.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Which directory service example is commonly used in enterprise environ-
ments for centralized access control?

Which access control model allows users to grant permissions to others?
What is the main security risk associated with Discretionary Access Control?

What term describes the situation where users accumulate more access than
necessary in DAC?

Who is primarily responsible for managing access control lists in DAC?
Why does DAC present challenges in large organizations?

What is a limitation of DAC in terms of administrative control?

What type of data is at higher risk in DAC-managed environments?
Which model offers stricter centralized control than DAC?

What does "Limited Administrative Visibility" refer to in DAC?

What is a consequence of outdated or unmanaged access control lists in
DAC?

Answers to Objective Type Questions

b

=N 9 &

9.

10.
I1.

System Administrators

To control access based on the sensitivity of information
Discretionary Access Control (DAC)

Top Secret

Centralized administrative control

Roles

Constrained RBAC

Discretionary Access Control (DAC)

The resource owner or user

Microsoft Active Directory

Discretionary Access Control (DAC)
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12. Weak security due to user-granted permissions

13. Privilege creep

14. Individual users or data owners

15. Decentralized permission management

16. Lack of centralized oversight

17. Sensitive data (e.g., medical or financial records)
18. Mandatory Access Control (MAC)

19. Difficulty tracking user access to sensitive resources

20. Inaccurate or unauthorized access

Assignments

1. Explain the working mechanism of Mandatory Access Control (MAC).
How does the system ensure that unauthorized users cannot access sensitive
information?

2. Discuss the advantages and limitations of Mandatory Access Control (MAC).
In what types of environments is MAC most suitable?

3. Describe the principles and different models of Role-Based Access Control
(RBAC). How do these models help organizations manage access effectively?

4. Differentiate between Discretionary Access Control (DAC) and Mandatory
Access Control (MAC). Provide examples where each model is appropriately
applied.

5. What are Access Control Lists (ACLs) and Capability-Based Systems in the
context of Discretionary Access Control? Explain their roles with relevant
examples.

6. Explain the security limitations of Discretionary Access Control (DAC).
How do these limitations impact organizations handling sensitive data?

7. Discuss the challenges of maintaining accurate and up-to-date Access Control
Lists (ACLs) in a growing organization using DAC. Provide examples of
potential risks.

8. Compare and contrast Discretionary Access Control (DAC) with Mandatory

Access Control (MAC) in terms of administrative control, security, and
suitability for different environments.
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UNIT 31 Authentication Methods

Learning OQutcomes

After completion of this unit, the learner will be able to:

¢ to familiarise the purpose and functioning of different authentication systems
such as Single-Factor, Two-Factor, and Multi-Factor Authentication.

¢ to demonstrate the use of password-based, token-based, biometric, adaptive,
and risk-based authentication methods in securing digital systems.

¢ to analyse the strengths and limitations of various authentication methods in
terms of security, usability, and implementation challenges.

¢ to evaluate authentication techniques to determine the most suitable method
for specific security scenarios.

Prerequisites

Authentication is the process of verifying the identity of a user, device, or system
before granting access to sensitive data or services. It is a critical part of cybersecurity,
ensuring that only authorized individuals can access personal information, financial
accounts, educational platforms, or any secure system. In the digital world, where
students use smartphones, online banking, social media, and cloud-based learning tools,
authentication plays a vital role in protecting their identity and privacy. Understanding
authentication helps learners recognize how technology keeps their digital lives safe and
how different methods like passwords, OTPs, or biometrics are used in various scenarios.
Before studying this topic, students should have basic knowledge of computer systems,
an understanding of login mechanisms (such as using a username and password), and
some awareness of common cybersecurity threats like hacking or phishing. Familiarity
with everyday tools such as email, mobile application, and social media platforms that
require secure login will also help in better understanding of the topics.
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The importance of authentication lies in its ability to protect sensitive information and
prevent unauthorized access to digital systems. Every time a person logs into an online
banking application, checks emails, or submits assignments on an e-learning platform,
authentication ensures that the right individual is accessing the service. For example,
when a student logs into their university portal using a password and an OTP, it pre-
vents others from misusing their academic data. Similarly, biometric authentication like
fingerprint or facial recognition used to unlock a phone ensures that even if the phone
is lost, others cannot access personal messages or photos. Studying authentication
helps students understand how to protect their digital identity, secure sensitive data,
and prevent unauthorized access in real-life situations. It not only builds awareness of
cybersecurity threats but also equips them with the knowledge to use modern technol-
ogies safely and responsibly, making it a highly valuable and practical topic to learn.

Keywords

Digital security, User credentials, Cybersecurity, Single-Factor Authentication (SFA),
Two-Factor Authentication (2FA), Multi-Factor Authentication (MFA), Secure login,
Access control

Discussion

Authentication is the process of verifying the identity of users or devices attempting to
access a system or service. The main objective of authentication is to allow authorized
users to access the system or network and to deny access to unauthorized users. When a
login attempt is made from a new device on a social media platform, a verification code
is often sent to the registered email or phone number. This extra step is used to confirm
that the person trying to access the account is the real owner. The system checks whether
the login activity is different from usual and adds an extra layer of security. This helps
prevent unauthorized access and keeps personal information safe. Such methods show
how authentication protects digital accounts from misuse.

3.3.1 Types of authentication systems

The different types of authentication systems are:

3.3.1.1 Single-Factor Authentication (SFA)

It is the most basic and historically widespread method of verifying a user's identity.
The system's core logic involves comparing the submitted credentials against a stored
record. A perfect match grants the user access to the system or resource; any discrepancy
results in denial of access. When a user tries to access a system, step-by-step overview
of Single-Factor Authentication is as follows:

¢ The user enters their username and password.
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¢ The system verifies these entered credentials against its stored records.
¢ If the credentials match, the user is granted access.
¢ If the credentials do not match, access is denied.

3.3.1.2 Two-Factor Authentication

It is a security mechanism that enhances the protection of user accounts by requiring
two different types of credentials to verify a user’s identity. Typically, users must
provide a username and password, followed by a second factor, such as a one-time
password (OTP), biometric verification, or a security token. It takes more time to log
in because of the extra verification step. Some of the common methods of Two-Factor
Authentication are:

¢ One-Time Passwords (OTP): Temporarily generated codes sent via SMS,
email, or authentication apps.

¢ Hardware Tokens: Physical devices that generate time-based codes.

¢ Software Tokens / Virtual Tokens: Applications like Google Authenticator
or Authy.

¢ Biometric Authentication: Use of fingerprint, facial recognition, or voice
patterns.

¢ Push Notifications: Prompt-based verification sent to a registered device.
3.3.1.3 Multi-Factor Authentication (MFA)

Multi-Factor Authentication (MFA) is a security method that requires users to verify
their identity using two or more different factors before they can access a system,
application, or account. These factors usually fall into three categories:

¢ Something you know (like a password or PIN)
¢ Something you have (like a smartphone, security token, or smart card)
¢ Something you are (like a fingerprint, facial recognition, or voice)

By combining these different factors, MFA provides stronger protection against cyber
threats such as hacking, phishing, and keylogging. Even if one factor is compromised,
the attacker still cannot access the system without the others. MFA gives users greater
confidence that their personal data and sensitive information are secure.

3.3.2 Types of authentication methods

Operating systems typically authenticate or identify users through the following
methods.

3.3.2.1 Password-Based Authentication

Password verification is the most widely used and commonly accepted authentication
method. A password is a confidential string of characters known only to the authorized
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user. In a password-based authentication system, each user is assigned a valid username
and password by the system administrator. These credentials are securely stored by the
system.

When a user attempts to log in, the system requests both the username and password. It
then verifies the credentials by comparing the entered information with the stored data.
If the username and password match exactly, the user is granted access to the system. If
there is a mismatch, the access request is denied.

Characteristics of Secure Passwords
¢ Should be at least 12—16 characters long.

¢ Include a mix of uppercase and lowercase letters, numbers, and special
symbols.

¢ Avoid common words, names, and easily guessable patterns.
¢ Be unique (not reused across multiple accounts).
¢ Be stored securely using hash functions.

Common Password Vulnerabilities

Passwords are vulnerable to multiple attacks, such as:

¢ Brute Force Attacks — Systematically guessing passwords by trying every
possible combination.

¢ Dictionary Attacks — Using precompiled lists of common passwords.
¢ Phishing — Trick users into revealing passwords via fake websites or emails.
¢ Keylogging — Capturing keystrokes using malware.

3.3.2.2 Token-based authentication

This form of authentication involves the use of a physical device, such as a USB token
or smart card, to generate a one-time password or cryptographic key for accessing
systems or services. The token authentication method provides an additional layer of
security as the token must be in your possession.

3.3.2.3 Biometrics

It is based on the science of identifying individuals based on their unique physical or
behavioral characteristics, such as fingerprints, facial features, iris patterns, voice, or
signature. It is widely used for secure authentication because biometric traits are difficult
to forge or duplicate. The process typically involves capturing the biometric data,
extracting key features, comparing them with stored templates, and granting access if a
match is found. Biometrics offers several advantages over traditional password-based
methods, including enhanced security, ease of use, and faster authentication. It is used
in various sectors such as mobile phone unlocking, banking (e.g., biometric-enabled
ATMs), government services like Aadhaar in India, and airport security through facial
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recognition. However, biometric systems also face challenges such as privacy concerns,
occasional errors in matching, and the need for specialized hardware. Despite these
limitations, biometrics continues to be a reliable and increasingly popular method for
identity verification and access control.

3.3.2.4 Adaptive authentication

Adaptive authentication is a flexible security technique that changes the level of
verification based on the situation of each login attempt. It examines factors such as
the user's location, device type, IP address, login time, and behavior. For familiar and
safe login conditions, the system allows access with basic credentials. In unfamiliar or
suspicious situations, it adds extra verification steps like a one-time password (OTP),
security question, or biometric check. This method helps maintain strong security while
ensuring a smooth and user-friendly login experience in low-risk cases. For example,
a user who regularly logs in from their laptop at home may be granted direct access
using only a password. However, during an attempt from an unknown device in a
different city, the system may prompt for a one-time password (OTP) or fingerprint scan
to confirm the user’s identity. This approach increases security by detecting unusual
behavior while allowing regular access to remain quick and convenient.

3.3.2.5 Risk-based authentication (RBA)

It is an adaptive security approach that evaluates the risk level of a login attempt or
user action before granting access. Instead of relying solely on fixed credentials like
passwords, RBA dynamically assesses various factors such as device type, location,
IP address, login time, and user behavior to determine whether the request is typical or
suspicious. If the risk level is low, the user is granted access with minimal friction; if
the risk is high, additional verification steps like OTP, security questions, or biometric
checks may be triggered. This approach enhances security by responding to threats in
real-time while maintaining a smooth user experience for legitimate users. For example,
if a user normally logs in to their email every night from Kerala using a mobile phone,
and suddenly there is a login attempt from a laptop in another country at 3 AM, the
system will block direct access and ask for extra verification to ensure it’s not a hacker.
In such cases, it asks for additional proof, such as an OTP sent to the registered mobile
number or biometric verification. This way, risk-based authentication helps increase
security while keeping access simple for genuine users.

3.3.3 Comparison of authentication methods

Authentication Description Example Advantages Disadvantages
Method
Password-based Verifies identity Logging into email | Easy to use and Weak passwords
using a secret using a username implement can be guessed or
word or phrase and password. hacked
known only to the
user.
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Token-based

Uses a physical
device or a digital
token issued by a
system after login.

Using a USB token
for e-signature.

Adds physical
security; harder to
steal remotely

Token may be
lost or damaged

Biometric Identifies users Unlocking a Difficult to Privacy concerns;
authentication based on unique smartphone with a | duplicate; fast requires special
physical traits like | fingerprint or face | authentication hardware
fingerprints or scan.
facial patterns.
Risk-based Analyzes login Asking for OTP Real-time Requires
authentication context like when the login detection of behavioral
device, location, attempt comes from | suspicious tracking and
and behavior to a new location. behavior accurate data
detect risk before analysis
granting access.
Adaptive Dynamically Allowing quick Balances Can be
authentication adjusts access at home, security complex to
verification but asking for a and user configure;
level in real- fingerprint when convenience may confuse
time based logging in from users
on risk and a new city.
behavior
patterns

Recap

¢ Authentication means checking if a user or device is real before giving
access.

¢ It helps protect data and stops unauthorized users from using the system.

¢ There are different types of authentication systems used in computers and
networks.

¢ Single-Factor Authentication uses only one method, such as a password.

¢ Two-Factor Authentication uses two steps, like a password and an OTP.

¢ Multi-Factor Authentication uses two or more different checks to confirm
identity.

¢ Password-based authentication is the most common and easy method.
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¢ A strong password should include letters, numbers, and special symbols.

¢ Token-based authentication uses a physical device or an app to generate
codes.

¢ Biometric authentication uses features like fingerprints, face, or voice to
verify identity.

¢ Some systems check user behavior, like device type or location, and add
extra steps if anything looks unusual.

¢ These extra steps help improve security when a login seems different from
normal.

¢ Examples of authentication include logging into email, mobile banking, or
unlocking a phone.

¢ Risk-based authentication checks how risky a login attempt is by looking at
things like time, location, and device.

¢ It increases security by asking for more proof when something looks
suspicious.

¢ Adaptive authentication changes the level of security based on the situation
of each login.

¢ Forexample, ifalogin comes from a new city or unknown device, the system
may ask for an OTP or fingerprint scan.

Objective Type Questions

1. State the main purpose of authentication.

2. Give an example of a Single-Factor Authentication method.

3. Name the two components used in Two-Factor Authentication.

4. Identify the device or item used in token-based authentication.

5. Mention the type of features used in biometric authentication.\

6. Expand the abbreviation OTP.

7. List one commonly used biometric method for user authentication.

8. Name the authentication method that changes based on user behavior or
location.

9. Point out the factors checked in risk-based authentication.
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10. State the main aim of using Multi-Factor Authentication.
11. Identify the authentication method mostly used in online banking services.

12. Name the authentication method that activates extra steps during unusual
login attempts.

13. Give a real-life example of biometric authentication.

Answers to Objective Type Questions

—

Identity verification

2. Username and Password

3. Password and OTP

4. Smart card or hardware token
5. Physical traits

6. One-Time Password

7. Fingerprint

8. Adaptive authentication

9. Device, location, and time

10. To increase security using multiple methods
11. Two-Factor Authentication
12. Risk-based authentication

13. Scanning a fingerprint to unlock a phone

Assignments

1. Explain the concept of different authentication systems with suitable
examples.

2. Differentiate between Token-based Authentication and Biometric
Authentication.
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3. Why is password-based authentication still widely used? Mention its
strengths and weaknesses.

4. Describe Risk-Based Authentication and Adaptive Authentication.
5. Compare the different types of authentication methods.
6. Analyze a real-world system (e.g., Google, Facebook, or Banking apps)

and prepare a short report on how they implement adaptive or risk-based
authentication.
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UNIT 41 Authentication Protocols

Learning Qutcomes

After completion of this unit, the learner will be able to:

e familiarise the concept and importance of authentication protocols in
securing digital systems and networks.

e identify the difference between various authentication protocols.

e analyse the advantages and disadvantages of different authentication
methods in terms of security, usability, and implementation complexity.

e apply appropriate authentication protocols in real-world scenarios.

Prerequisites

Imagine you are logging into your online banking account. You enter your password,
but before access is granted, a one-time password (OTP) is sent to your registered
mobile number. You must enter this second code to complete the login. This extra step
is an example of an authentication protocol, which adds a layer of security beyond
just a password. It ensures that even if someone steals your password, they cannot log
in without the second factor. Authentication protocols like this help confirm that the
person or device trying to access a system is genuine and authorized. They are essential
in modern digital systems where privacy, security, and identity verification are critical.

Understanding authentication protocols is important because they play a major role in
protecting sensitive data and ensuring secure access in today’s digital environments.
They are widely used in online banking, corporate logins, cloud-based platforms,
government systems, educational institutions, and mobile applications. Authentication
protocols offer several benefits, such as securing user identity, preventing unauthorized
access, enabling Single Sign-On for convenience, and reducing the risks of phishing,
hacking, or data breaches. However, some protocols may be complex to configure, may
rely on precise time synchronization, or may require additional devices like mobile
phones or tokens. These challenges can be addressed by providing recovery options,
following best practices in system design, offering proper training, and choosing user-
friendly and reliable authentication methods. Learning this topic empowers learners to
design, manage, and implement secure login systems in real-world scenarios.
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Keywords

Authentication, Identity Verification, Single Sign-On (SSO), Cryptographic Key,
Access Control, Password Security, Replay Attack Prevention, OAuth, TOTP.

Discussion

Authentication protocols are formalized sets of rules that define how systems securely
verify the identity of users or devices before granting access to resources. These
protocols are essential for preventing unauthorized access, ensuring confidentiality, and
establishing trustin both local and distributed computing environments. Ininterconnected
digital environments such as enterprise networks, online banking systems, and cloud-
based services, authentication protocols play a crucial role in establishing trust and
protecting sensitive information.

3.4.1 Types of Authentication protocols
3.4.1.1 Challenge-Response Authentication

Challenge-Response Authentication is a security protocol used to verify a user's identity
without directly transmitting a password over the network. It is a way to check if a user
or device is real. It does not send passwords directly over the network. In this method,
the server sends a random value. This value is called a challenge. The user’s device
receives the challenge. It uses a secret key or password to process the challenge. This
creates a new value called a response. The user’s device sends this response back to the
server. The server checks the response. If the response is correct, the user gets access.
If the response is wrong, access is denied. One example is smart card login. When a
smart card is placed in a reader, it answers a challenge from the system. If the answer
is correct, the system allows the user to log in. It is used in offices, banks, and secure
websites. It is helpful in systems that need strong protection. It also works well with
devices like smart cards and security keys.

Advantages of Challenge-Response Authentication

¢ The password is not sent over the network.

<

It protects against people who try to watch and steal passwords.

<

It helps prevent replay attacks, where someone tries to reuse old login data.

¢ It works well with smart cards and security tokens.

Disadvantages of Challenge-Response Authentication
¢ It needs more processing power than basic methods.
¢ It can be harder to set up and manage.

¢ If the secret key is stolen, the system becomes unsafe.
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3.4.1.2 Two-Factor Authentication protocols

Two-Factor Authentication is a method that uses two steps to check a user’s identity.
It adds extra security to the login process. The user must give two different types of
information. The first factor is usually a password. The second factor is something
like a code sent to a phone, a fingerprint, or a smart card. Both steps must be correct
to get access. This method is better than using only a password. If someone steals the
password, they still cannot log in without the second step.

Two-Factor Authentication protocols are rules that help systems verify a user using
two different types of information. These protocols are used to improve security by
combining something the user knows (like a password) with something the user has
(like a phone or a token).

Some common protocols that support 2FA include:

1. Time-based One-Time Password (TOTP) — This protocol generates a
new code typically, every 30 seconds. Apps like Google Authenticator and
Microsoft Authenticator use TOTP to give one-time passwords for login.

2. HMAC-based One-Time Password (HOTP) — This protocol generates a
one-time password based on a counter. It is used in hardware tokens where a
button press gives a new code.

3. Fast Identity Online (FIDO) — This is a strong 2FA protocol that uses
security keys or biometrics like fingerprints. It is used in modern logins with
USB tokens (like YubiKey) or Windows Hello.

4. SMS-based OTP — Although not a formal protocol, many systems send a
one-time code via SMS as a second factor after entering a password.

Advantages of Two-Factor Authentication (2FA) protocol

1. It adds an extra layer of security to user accounts.

2. It protects accounts even if the password is stolen.

3. TItis easy to use with mobile phones, tokens, or fingerprint scanners.

4. Tt reduces the risk of hacking and phishing attacks.

5. Ttis widely used in banking, email, social media, and cloud services.
Disadvantages of Two-Factor Authentication (2FA) protocol

¢ It requires access to a second device like a phone or security key.

¢ If the second factor is lost or unavailable, access may be blocked.

¢ SMS-based codes can be delayed or intercepted.

¢ Some users may find it difficult to set up or use correctly.

—
oy

e
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3.4.1.3 Kerberos

Kerberos is a secure network authentication protocol that uses secret-key cryptography
to verify users. It was developed at MIT and is commonly used in many systems
including Microsoft Windows domains and UNIX-like operating systems. It uses a
centralized trusted server called the Key Distribution Center (KDC). The KDC issues
time-based "tickets" to users. These tickets help users prove their identity to different
services without sending their password each time. The Key Distribution Center
(KDC), includes two parts: Authentication Server (AS) and the Ticket Granting Server
(TGS). When a user logs in, they first send a request to the AS, which verifies their
identity and issues them a Ticket Granting Ticket (TGT). This ticket proves that the
user is authenticated. Next, the user sends the TGT to the TGS to request for access to
a specific service, such as access to a file server or printer. The TGS checks the TGT
and issues a service ticket, encrypted with the secret key of the targeted service. This
service ticket combined with authentication from the user allows access to the desired
service. This process ensures that the user’s password is never sent over the network,
and the use of time-limited tickets adds extra security.

Authentication
Server

Kerberos

3) TGS

User

6)

Server

Fig 4.4.1 Working of Kerberos Authentication Protocol

The diagram illustrates the working of the Kerberos Authentication Protocol. Initially,
the user sends a request (1) to the Authentication Server (AS) to access network
services. The AS verifies the user's credentials using its database and responds (2) with
a Ticket-Granting Ticket (TGT) and a session key encrypted with the user's password.
Next, the user sends the TGT (3) to the Ticket Granting Server (TGS) along with a
service request. The TGS validates the TGT and, if valid, sends back (4) a service
ticket with another session key for accessing the target server. The user then presents
this service ticket (5) to the target server, which verifies it and grants access (6) to the
requested service. This secure and time-limited ticket-based system ensures mutual
authentication without transmitting passwords across the network.

Advantages of Kerberos Protocol:

1. Provides secure authentication using encryption.
2. Supports single sign-on (SSO) for accessing multiple services.

3. Ensures mutual authentication between client and server.
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¢ Passwords are not transmitted over the network.
¢ Reduces the risk of replay and eavesdropping attacks.
¢ Centralized authentication simplifies user management.
¢ Scalable for both small and large networks.
Disadvantages of Kerberos Protocol:
¢ Failure of the KDC disrupts the entire authentication process.
¢ Requires all systems to have synchronized clocks.
¢ Initial setup and configuration can be complex.
¢ Weak user passwords can still be vulnerable.

3.4.1.4 LDAP Protocol (Lightweight Directory Access Protocol)

LDAP is an open, lightweight protocol used to access and manage directory information
services over a network. Itis commonly used for storing and retrieving user information,
such as usernames, passwords, email addresses, and group memberships, in a centralized
directory. LDAP runs over TCP/IP and allows applications to search, read, and write
data from directory services like Microsoft Active Directory, OpenLDAP, etc.

Advantages of LDAP Protocol:
¢ Centralized storage of user and resource information.
¢ Open and widely supported standard.
¢ Allows quick searching and retrieval of data.
¢ Supports authentication and authorization.
¢ Scalable for large organizations.
Disadvantages of LDAP Protocol:
¢ Complex to set up and manage for beginners.
¢ Security depends on proper configuration (unencrypted by default).
¢ Poorly managed LDAP can lead to performance issues.
¢ Not ideal for frequently changing or real-time data.
¢ Integration with some modern apps may require extra configuration.
3.4.1.5 SAML Protocol (Security Assertion Markup Language)

SAML is an XML-based authentication protocol used to enable Single Sign-On (SSO)
between an Identity Provider (IdP) and a Service Provider (SP). It allows users to log
in once and access multiple web applications without logging in again. The identity
provider handles the authentication and sends a SAML assertion (authentication
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message) to the service provider to grant access.
Advantages of SAML Protocol:
¢ Supports Single Sign-On (SSO).
¢ Enhances security by reducing password use.
¢ User credentials are not shared with service providers.
¢ Centralized authentication management.
Disadvantages of SAML Protocol:
¢ Difficult to set up and configure.
¢ Based on XML, which is heavier than modern formats.
¢ Requires time synchronization between systems.
¢ Not ideal for mobile or lightweight apps.
¢ Debugging and troubleshooting can be complex.
3.4.1.6 OAuth Protocol (Open Authorization)

OAuth is an open standard protocol that allows third-party applications to access
user data without sharing passwords. It is commonly used by services like Google,
Facebook, and Twitter for secure delegated access.

Example: When you sign in to an app using your Google account, the app gets access
to your profile (with your permission) without knowing your password.

Advantages of OAuth Protocol:
¢ Allows access to user data without sharing passwords.
¢ Supports secure delegated access.
¢ Widely used and trusted by major platforms.
¢ Works well with mobile and web applications.
¢ Users can revoke access at any time.
¢ Disadvantages of OAuth Protocol:
1. Complex to implement correctly.
2. Misconfiguration can lead to security issues.
3. Needs secure storage and handling of tokens.
3.4.1.7 OpenID Connect

OpenID Connect (OIDC) is an authentication protocol built on top of OAuth 2.0.
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It allows users to log in to applications using their existing accounts (like Google,
Microsoft, Facebook, etc.). It provides user identity information securely using ID
tokens in JWT format.

Advantages of OpenID Connect:

¢

¢

¢

¢

Supports secure user authentication.

Enables Single Sign-On (SSO).

Uses lightweight and fast JSON Web Tokens (JWT).
Easy to integrate with modern web and mobile apps.
Built on top of OAuth 2.0 (adds authentication).

User info like name and email can be shared securely.
Widely supported by major identity providers.

Users don’t need to create new passwords for each app.

Disadvantages of OpenID Connect:

¢

¢

¢

¢

Implementation can be complex for beginners.

Requires HTTPS to be secure.

Depends on external identity providers.

Misconfigured tokens can cause security risks.

Token handling (expiry, refresh) must be managed carefully.

If the identity provider is down, users can't log in.

3.4.2 Comparison of Authentication Protocols

Protocol Feature Example Advantages Disadvantages
Challenge- | Sends a challenge; | Smart card login, | ¢ Password not ¢ Complex setup
Response user responds secure logins sent )
using secret ¢ Needs processing
¢ Prevents power
replay attacks
Two-Factor | Combines two Banking, email, ¢ Stronger than ¢ Needs second
Auth (2FA) | factors (e.g., social media password device
d+OTP alone
passwor ) ¢ Can be hard to set
¢ Reduces up for some users
phishing risk
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Kerberos Uses tickets viaa | Windows No password KDC is a single
trusted third party | domains, sent point of failure
KDC enterprise
( ) netwrgrks Supports SSO Needs time sync
Mutual
authentication
LDAP Accesses Login systems, Centralized Complex config
f:entraliz?d user Active Directory user data Unencrypted by
information Open standard default
SAML XML-based SSO | Web SSO, No password Difficult to debug
enterprise portals sharing or implement
with service
provider
OAuth Token-based Google/Facebook Passwords not Token storage is
Authorization login, third-party shared critical
apps
PP Needs secure
implementation
OpenlD Adds Google login, Lightweight Requires
Connect authentication mobile/web apps JWT HTTPS and
with ID tokens S ol token handling
JWT) upports
Easy for
modern apps
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Recap

¢ Authentication is the process of checking if a person or device is genuine
before allowing access to a system or data.

¢ Authentication protocols are sets of rules used to perform this verification
securely.

¢ These protocols are used in banks, offices, cloud services, and websites to
protect private and sensitive information.

¢ Challenge-Response Authentication does not send passwords directly
over the network.

¢ The server sends a random challenge to the user.
¢ The user replies with a response created using a secret key.
¢ [If the response is correct, access is given.
¢ It is used with smart cards and secure login systems.
¢ Two-Factor Authentication (2FA) adds an extra step to protect accounts.

¢ The user gives something they know (like a password) and something
they have (like an OTP on their phone).

¢ Even if someone steals the password, they cannot log in without the
second step.

¢ Examples include ATM withdrawals, mobile banking, and email login.
¢ Kerberos is a strong authentication protocol used in large networks.
¢ It uses tickets instead of sending passwords.

¢ A central server called the Key Distribution Center (KDC) handles user
identity and access.

¢ It supports Single Sign-On (SSO), so the user logs in once to access
many services.

¢ LDAP (Lightweight Directory Access Protocol) stores user information in
one place.

¢ It helps applications check usernames, passwords, and roles from a
central directory.

¢ [tisused in universities and companies for login systems.
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¢ SAML (Security Assertion Markup Language) allows users to log in once
and use many applications.

¢ It sends login information from an Identity Provider (IdP) to a Service
Provider (SP).

¢ [t is used in online portals and cloud platforms for SSO.

¢ OAuth is a protocol that gives apps permission to use your data without
sharing your password.

¢ For example, when you log into an app using your Google or Facebook
account.

¢ [tis used in many web and mobile applications.

¢ OpenlD Connect works on top of OAuth.
¢ It helps the app confirm your identity securely using tokens.
¢ It allows Single Sign-On with modern platforms.

¢ These protocols are important for improving online safety, user convenience,
and data protection.

¢ They stop hackers from stealing passwords or accessing accounts.
¢ Each protocol has its advantages and also some challenges.

¢ For example, 2FA needs a second device, and Kerberos needs proper time
sync.

¢ These problems can be solved by using secure settings, backup options, and
training users properly.

Objective Type Questions

1. What protocol uses a challenge and a secret to verify identity?
2. Which protocol supports Single Sign-On using XML?

3. Name the central server used in the Kerberos protocol.

4. Which protocol sends a time-based one-time password?

5. Which layer of security is added in Two-Factor Authentication?

6. Which protocol is built on top of OAuth for user identity?
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7. Where is Kerberos commonly used?

8. Which protocol uses public key cryptography and USB devices?

9. Which protocol allows secure access to user data without sharing a password?
10. Which protocol can be used with smart cards in login systems?

11. Which cryptographic method is used in Kerberos?

12. What kind of attack does 2FA help prevent?

13. What protocol uses counters instead of time for OTPs?

14. Which authentication protocol uses ID tokens in JWT format?

15. Which protocol is directory-based and stores user details?

Answers to Objective Type Questions

1. Challenge-Response

2. SAML
3. KDC
4. TOTP

5. Extra layer

6. OpenlID
7. Network
8. FIDO
9. OAuth

10. Challenge-Response
11. Secret

12. Phishing

13. HOTP

14. OpenlD

15. LDAP
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Assignments
1. What is an authentication protocol?
2. List any two examples of authentication protocols.
3. What is the role of the Key Distribution Center (KDC) in Kerberos?
4. Write a detailed note on Challenge-Response Authentication
5. Explain the working of the Kerberos Authentication Protocol with a neat

diagram.

o

Write a brief note on LDAP. Discuss its uses, advantages, and limitations.

7. Compare the different authorization protocols.

8. Describe the Two-Factor Authentication (2FA) protocol. List its common
methods and benefits.

9. Explain how OAuth protocol works and how it provides secure access
without sharing passwords.
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UNIT 1 | Operating System Security

Learning Qutcomes

After completing this unit, the learner will be able to:

¢ understand the critical importance of operating system security.

¢ explain key concepts and terms related to OS.

*

identify and analyze various threats to operating systems.

¢ recognise some use cases of operating system security.

Prerequisites

Operating systems (OS) are fundamental components in any computing environment.
Whether it's a personal computer, a smartphone, or a server, every digital system
relies on an OS to manage hardware resources, run applications, and ensure seamless
user interaction. Understanding how an operating system works its responsibilities in
memory management, file handling, process scheduling, and device control is essential
before diving into its security aspects. A basic grasp of these functions helps learners
appreciate why protecting the OS is crucial for the safety and performance of the entire
system.

In today’s hyperconnected digital world, digital systems face constant threats from
malicious software, unauthorized users, and internal system flaws. These threats often
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aim to compromise the operating system since it is the central controller of all computing
processes. Learners should be familiar with general security concepts such as malware,
encryption, authentication, and network vulnerabilities. This foundational knowledge
provides context for understanding how an attacker might exploit weaknesses in the OS
to gain control, steal data, or disrupt services.

Moreover, a prior understanding of information security principles namely, confiden-
tiality, integrity, and availability (CIA) will help learners grasp the broader goals of
OS security. These principles form the core of any security system and are especially
relevant at the OS level, where breaches can have far-reaching consequences. By rec-
ognizing the role of access control, user permissions, and system auditing, learners can
better understand how operating systems are designed to resist attacks and maintain
trust in computing environments.

Key words

Authentication, Authorization, Malware, Rootkits, Backdoors, Privilege escalation

Discussion
4.1.1 Introduction to Operating System Security

Operating system is the core software that manages all hardware and software
resources of a computing device. They act as a bridge between the user and the
machine, coordinating tasks such as file management, memory management, resource
management, etc. Because the operating system controls access to critical system
components, it becomes a prime target for attackers looking to exploit vulnerabilities
and gain unauthorized control. Therefore, securing the operating system is essential to
protect the overall integrity and functionality of computing systems.

Operating System Security refers to the collection of policies, procedures, and technical
mechanisms implemented within the OS to prevent unauthorized access and protect
system resources. This includes user authentication, access controls, process isolation,
and protection against malware and other malicious activities. Essentially, OS security
ensures that only trusted users and applications can interact with system components in
approved ways, minimizing the risk of exploitation.

The importance of operating system security cannot be underestimated, as it forms the
foundation for the security of the entire computing environment. A breach at the OS
level can lead to unauthorized data access, disruption of services, and even complete
system compromise. Strong OS security helps maintain data confidentiality, system
availability, and operational reliability, making it critical for individuals, organizations,
and industries that rely on secure computing infrastructure.
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4.1.1.1 Basic Concepts of Operating System Security

Operating system security is designed to protect computer systems by managing
and controlling access to resources and preventing unauthorized activities. One of
the fundamental concepts is authentication, which ensures that only verified users or
processes can access the system. This can be achieved using passwords, biometric data,
or security tokens. Another essential concept is access control, which restricts users
and programs to access only those resources and actions they are permitted to use.
Access control enforces permissions on files, directories, and system functions, thereby
preventing unauthorized reading, modification, or execution. Along with access control,
authorization determines the level of access granted based on user roles and privileges.

Additionally, auditing and monitoring are critical to track and log security-related
events such as login attempts, file access, and system changes. These logs help detect
suspicious behavior, investigate security incidents, and ensure compliance to security
policies. Together, these concepts help maintain the confidentiality, integrity, and
availability of system resources.

4.1.1.2 Key terms in Operating System Security
Some key terms included in operating system security are listed below:

¢ Authentication: The process of verifying the identity of a user or system
component before granting access.

¢ Aauthorization: Determining what resources and operations an authenticated
user is allowed to perform.

¢ Access Control: Mechanisms that restrict access to resources based on user
identity and permissions.

¢ Confidentiality: Ensuring that information is only accessible to those
authorized to view it.

¢ Integrity: Protecting data from unauthorized modification or corruption.

¢ Availability: Ensuring that system resources and services are accessible
when needed.

¢ Audit Trail: Arecord of system events related to security, used for monitoring
and investigation.

¢ Accountability: Tracking and recording user activities through auditing and
monitoring to detect misuse or security breaches.

¢ Non-repudiation: Providing proof of the origin and delivery of data to
prevent denial of actions or transactions by involved parties.

¢ Malware: Malicious software designed to damage, disrupt, or gain
unauthorized access to a system.

¢ Firewall: A security system that controls incoming and outgoing network
traffic based on predetermined rules.
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4.1.2 Goal of Security System

The primary goal of a security system is to protect information and system resources
from various threats and unauthorized access. It ensures the safe use, processing, and
storage of data by implementing protective measures. The core objectives of a security
system include Confidentiality, Integrity, Availability, Authentication, Authorization,
Accountability and Non-repudiation. We have seen most of the concepts previously.

Together, these goals help create a secure computing environment that protects against
cyber threats, builds user trust, and supports organizational continuity.

4.1.3 Threats to Operating System

Operating systems (OS) are critical components that manage hardware, software, and
user interactions on a computer. Due to their central role, they are frequent targets for
various security threats. These threats aim to exploit vulnerabilities in the OS to gain
unauthorized access, disrupt services, steal or manipulate data, and damage system
integrity. Understanding these threats is essential to design effective security measures.

1. Malware (Malicious Software): Malware includes viruses, worms, trojans,
ransomware, spyware, and adware. These programs are designed to infiltrate
and damage or disrupt the OS (Fig 4.1.1).

¢ Viruses attach themselves to legitimate programs and spread when those
programs run.

¢ Worms self-replicate and spread through networks without needing to attach
to other programs.

¢ Trojans disguise themselves as legitimate software but perform malicious
actions when executed.

¢ Ransomware encrypts data and demands payment for decryption.

¢ Spyware secretly collects information about users or system activities.

Fig 4.1.1 Types of Malware
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2. Unauthorized Access and Privilege Escalation: Attackers may attempt to gain
unauthorized access to the system by bypassing authentication mechanisms or
exploiting security flaws.

¢ Password attacks like brute force or dictionary attacks try to guess user
credentials.

¢ Privilege escalation occurs when an attacker exploits vulnerabilities to
gain higher access rights, such as administrator or root privileges, allowing
control over the entire OS.

3. Denial of Service (DoS) Attacks: DoS attacks aim to make system resources
unavailable to legitimate users by overwhelming the OS with excessive
requests or exploiting system vulnerabilities to crash the system. This disrupts
normal operations and can cause downtime or data loss.

4. Exploiting OS Vulnerabilities: Operating systems sometimes have bugs or
design flaws that can be exploited. For example:

¢ Buffer overflow attacks occur when an attacker sends more data than a
buffer can handle, overwriting adjacent memory and potentially executing
malicious code.

¢ Race condition attacks exploit timing flaws to gain unauthorized access or
cause inconsistent system behavior.

5. Rootkits: Rootkits are stealthy programs that hide themselves and malicious
activities from detection tools, maintaining unauthorized control over the OS.

6. Backdoors: Backdoors are hidden access points created by attackers or
sometimes left by developers, allowing bypassing normal security controls.

7. Social Engineering Attacks: Though not a direct technical attack on the OS,
social engineering tricks users into revealing credentials or installing malicious
software, indirectly compromising OS security.

8. Insider Threats: Authorized users who misuse their access intentionally or
unintentionally can pose serious risks by exposing the OS to vulnerabilities,
leaking sensitive data, or sabotaging system operations.

The operating system is a vital target for many security threats that can compromise
confidentiality, integrity, and availability of computer systems. Protecting the OS
requires a multi-layered approach including patch management, strong authentication,
access controls, malware protection, and user education to reduce vulnerabilities and
respond effectively to threats.

4.1.4 Use cases

Operating system security systems play a vital role in protecting computing environments
from a wide range of cyber threats. By implementing various security features such as
access controls, authentication mechanisms, process isolation, and auditing, operating
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systems help safeguard sensitive data, ensure system integrity, and maintain availability
of resources. Understanding practical use cases of OS security systems highlights their
importance in real-world scenarios across different industries and helps demonstrate

how these security measures effectively mitigate risks. Some use cases are:

1. Protecting Enterprise Data with Access Control: In a multinational
corporation, the operating system enforces strict access control policies to
ensure that employees only access data relevant to their roles. For example,
HR staff can access employee records, but cannot access financial databases.
This segregation prevents data leaks and unauthorized data modification.

2. Preventing Unauthorized Access with Multi-Factor Authentication
(MFA): A government agency uses OS-level multi-factor authentication to
secure access to critical systems. Even if a password is compromised, the
additional verification step (such as a hardware token or biometric scan)
prevents unauthorized users from logging in, enhancing overall system
security.

3. Mitigating Malware Impact through Sandboxing and Process Isolation:
Operating systems implement sandboxing techniques to run potentially risky
applications in isolated environments. For instance, a web browser runs in
a sandbox so that if malware tries to exploit the browser, it cannot spread or
affect the rest of the system, limiting damage.

4. Ensuring System Integrity with Patch Management and Updates: An
organization’s IT department uses the OS’s built-in update mechanisms to
regularly apply security patches. This process helps protect systems against
known vulnerabilities that attackers could exploit to gain control or disrupt
services.

5. Logging and Auditing for Compliance and Forensics: Financial institutions
use operating system audit logs to track access to sensitive files and system
changes. These logs are crucial for compliance with regulations (like GDPR
or HIPAA) and for investigating suspicious activities or breaches.

6. Preventing Denial of Service Attacks with Resource Management:
Operating systems can limit resource usage per process, preventing a single
user or application from consuming excessive CPU or memory. This helps
protect critical services from being overwhelmed, maintaining availability
during DoS attacks or heavy workloads.

7. Secure Boot and Trusted Platform Module (TPM) for Device Integrity:
Modern OS security includes features like Secure Boot and TPM, which
ensure that only trusted, verified software is loaded during startup. This
prevents rootkits and bootkits from compromising the system before the OS
loads.

As a summary, operating system security systems form the backbone of modern cyber-
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security by enforcing policies and controls that protect against unauthorized access,
malware, data breaches, and service disruptions. The diverse use cases - from access
control in enterprises to secure boot technologies show how OS security mechanisms
are essential for maintaining trust and reliability in computing infrastructure. As cyber
threats continue to evolve, robust OS security systems remain critical for safeguarding
organizational assets and ensuring secure and resilient digital environments

Recap

¢ The operating system manages all hardware and software resources, serving
as the interface between users and the hardware.

¢ Operating systems are prime targets for attackers because they control
critical system components.

¢ Operating system security involves policies and mechanisms like
authentication, access control, and malware protection to prevent
unauthorized access.

¢ Strong OS security is vital to prevent data breaches, service disruptions, and
total system compromise.

¢ Basic OS security concepts include authentication, access control,
authorization, and auditing.

¢ The main goals of security systems are confidentiality, integrity, availability,
authentication, authorization, accountability, and non-repudiation.

¢ Common threats to operating systems include malware, unauthorized access,
privilege escalation, denial of service attacks, and rootkits.

¢ Effective OS security requires a multi-layered defense with patch
management, strong authentication, access controls, malware protection,
and user education.

¢ Use cases of OS security include access control in enterprises, multi-
factor authentication, sandboxing, patch management, auditing, resource
management, and secure boot.

¢ Operating system security systems form the foundation of cybersecurity,
ensuring secure and reliable computing environments.
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Objective Type Questions

What is the primary function of an operating system?

Why is securing the operating system essential?

is NOT part of operating system security?

What does authentication ensure in OS security?

Access control in OS security restricts:

Which key term refers to protecting data from unauthorized modification?
What is the main goal of confidentiality in OS security?

What type of malicious software encrypts data and demands payment?

2 e N e o> =

Privilege escalation allows an attacker to...........

—
S

. Denial of Service (DoS) attacks aim to...........

—
[

is a stealthy program that hides malicious activities?

—_
[\S)

. Multi-factor authentication improves security by..........

[S—
(98]

. Auditing in OS security involves .............

[S—
AN

. Sandboxing in OS security is used to.............

—
W

. What does Secure Boot ensure?

Answers to Objective Type Questions

Manage hardware and software resources

To protect the system’s integrity and functionality
Internet browsing

Only verified users can access the system

Users to only authorized resources and actions
Integrity

Prevent unauthorized access to information
Ransomware

O o0 SIEOSCRL D D —

Gain higher-level system privileges
. Overwhelm system resources to deny legitimate access
. Rootkit

. Combining two or more verification methods

—_—
—_ O

—_
W N

. Logging and monitoring security-related events

[S—
.b

. Run applications in isolated environments to limit damage

—
9]

. Only trusted software loads during system startup
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Assignments

1. Explain the importance of Operating System Security in modern computing
environments. Discuss how the OS acts as a critical target for attackers and
the role of OS security mechanisms in protecting system integrity and data
confidentiality.

2. Describe the basic concepts and key terms related to Operating System
Security. Explain the concepts and their significance in securing operating

systems.

3. Identify and explain the major threats to Operating Systems. How do these
threats exploit OS vulnerabilities, and discuss the use cases of Operating
System Security?

Reference

1. Stallings, W. (2018). Operating systems: Internals and design principles (9th
ed.). Pearson.

2. Silberschatz, A., Galvin, P. B., & Gagne, G. (2022). Operating system
concepts (10th ed.). Wiley.

3. Gollmann, D. (2011). Computer security (3rd ed.). Wiley.

4. Vacca, J. R. (Ed.). (2020). Computer and information security handbook
(4th ed.). Academic Press.

Suggested Reading

1. Microsoft Learn — Windows Security Documentation https://learn.microsoft.
com/en-us/windows/security/

2. NIST Computer Security Resource Center (CSRC) https://csrc.nist.gov

3. Linux Foundation & Linux Security Modules (LSM) https://www.kernel.
org/doc/html/latest/security/index.html
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Operating System Security
Services

Learning Qutcomes

After completing this unit, the learner will be able to:

¢ define the term operating system security

¢ identify common operating system security features

¢ list the uses of antivirus and firewall

¢ recall the purpose of password protection and user logins

¢ cxplain the importance of software updates and backups

Prerequisites

We all use computers, laptops, or mobile phones for many daily tasks like browsing
the internet, checking emails, attending classes, making payments, and storing personal
files such as photos or documents. In the same way we lock our homes or keep our
phone passwords secret to stay safe, we also need to protect the digital devices we use.
These devices hold a lot of personal and sensitive information, and if not protected
properly, this data can be misused or lost.

You may already be familiar with entering a password to log in to your device or
updating your phone when a new version becomes available. You might have heard
about antivirus software or seen warning messages when visiting unsafe websites.
These are all part of computer security.

In this unit, you will explore how operating systems like Windows, macOS, Linux, or
Android help keep computers safe. You will learn about the basic security features such
as password protection, user login systems, file and folder protection, antivirus, fire-
walls, software updates, and backup methods. These concepts will help you understand
how to use your devices more safely and responsibly in today’s digital world.
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Keywords

Operating system security, admin rights, antivirus, firewall, data backup, software
updates

Discussion

In the physical world, individuals take various measures to safeguard their homes and
personal belongings, such as using locks, keys, and alarm systems. Similarly, in the
digital world, it is equally important to protect computing devices like computers,
laptops, and mobile phones. These devices often contain sensitive and valuable
information, including personal photographs, documents, passwords, communications,
and financial details. Unauthorized access to such information can lead to serious
consequences, including data theft, privacy violations, and financial loss.

The Operating System (OS) serves as the core software component of a computing
device. It manages hardware resources and enables users to interact with the system
through various applications. Widely used operating systems include Windows, Linux,
macOS, and Android. Modern operating systems are designed with integrated security
services that play a vital role in maintaining the safety, reliability, and confidentiality of
stored and transmitted data.

This unit introduces learners to the fundamental security features of operating systems,
including password protection, user login mechanisms, file and folder protection,
software updates, antivirus solutions, firewalls, and backup and recovery systems.

4.2.1 Common Operating System Security Features

Operating systems are designed with several security features to keep your computer
safe. These features help prevent unauthorized access, control user actions, and protect
data. Some of the most common OS security features include:

1. User Accounts

Each person using the computer can have their own user account with a unique login
name and password. This helps to separate personal files, emails, browser history,
and application settings. For example, in a family computer, a student can have their
own account, while parents use a different one. This prevents others from accidentally
changing or deleting your files. Some accounts can be set as "standard users," while
others can be "administrators" with more control over the system.

2. Permissions

Permissions are rules that decide what each user is allowed to do with files and folders.
For example, some users may be allowed to only view a document, while others can
edit or delete it. Permissions also apply to installed programs and shared folders in a
network. These settings are especially useful in offices, schools, and labs to stop people
from misusing or modifying important files.
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3. Admin Rights

Administrator rights give a user full control over the system. Only admins can install
or remove software, change important system settings, or create or delete other user
accounts. This prevents unauthorized users from making harmful changes or installing
viruses by accident. For example, in a school lab, students usually get standard accounts,
and only the teacher or lab technician has admin access.

4. Auto-Lock

Auto-lock is a feature that automatically locks the screen when the computer is not used
for a few minutes. This stops someone else from using your computer while you’re
away. You must enter your password to unlock it again. Auto-lock is especially helpful
in public places or shared environments like offices, colleges, and internet cafés. You
can adjust the time limit before the lock activates in your system settings.

5. Security Settings

Most operating systems offer a security settings section where users can customize
their protection. You can set up passwords, screen lock patterns, or biometric login
(like fingerprint or face recognition) on your device. You can also control who connects
to your Wi-Fi, which apps have access to your camera or microphone, and whether
your system updates automatically. Keeping these settings updated helps protect your
computer from online threats.

4.2.2 Password Protection and User Logins

One of the most basic yet essential ways to keep a computer secure is through password
protection. When a computer is turned on, the operating system usually asks the user
to enter a username and password. This process is known as user login. It helps the
system confirm the identity of the person trying to access it. If the password is correct,
the system grants access. If the password is wrong, access is denied.

This process is part of what is called user authentication. It ensures that only the
authorized user can open their account and access their files, settings, and applications.
This helps protect personal information and prevent misuse.

To make password protection more effective, the following guidelines are recommended:

¢ Create a strong password that includes a combination of uppercase and
lowercase letters, numbers, and special characters (like @, #, or &).

¢ Avoid using easy-to-guess passwords, such as your name, birthdate, or
common sequences like "123456" or "password".

¢ Update your password regularly to reduce the risk of someone guessing or
stealing it.

¢ Do not share your password with anyone, even close friends or family
members, to maintain privacy and safety.
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4.2.3 Protecting Files and Folders

The files and folders stored on a computer often contain personal, academic, or official
information. Protecting this data is important to maintain privacy and prevent misuse.
Most operating systems provide tools that allow users to control who can view, edit, or
delete their files. This feature is known as Access Control.

For example, a user can:
¢ Mark a folder as private, so only they can open and use it.

¢ Share a file as "read-only", allowing others to view the content without
making any changes.

¢ Encrypt files so that even if someone copies the file to another system, they
cannot understand the contents without the right password or key.

Access control serves several important purposes:
¢ It helps prevent accidental changes or deletion of important data.
¢ [t keeps confidential information safe from unauthorized users.

¢ It allows safe collaboration, where multiple people can work together on
files without risking data loss or tampering.

4.2.4 Software Updates

A software update is a small change or improvement made to an existing computer
program or operating system. These updates are released by software companies to fix
problems, improve performance, or add new features. Updating your software is one of
the easiest ways to keep your computer secure and running well.

Many users ignore software updates, thinking they are not important. But in reality,
they play a very important role in computer security. Operating system companies like
Microsoft, Apple, and Google regularly check their systems for bugs (errors) or security
weaknesses. When they find such issues, they create an update to fix the problem. If
users do not install the update, hackers may use these weaknesses to attack or steal
information from the system.

Importance of Software Updates:

¢ Fix security problems: Updates repair known security holes that attackers
might use.

¢ Improve system performance: Updates can make your device faster and
more stable.

¢ Add new security features: They may bring better tools to protect your data.

¢ Support new applications: Updated systems work better with the latest apps
and hardware.
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¢ Reduce system errors: Updates help prevent crashes, freezes, and other
issues.

4.2.5 Antivirus and Firewall

Computers, like humans, can be affected by harmful programs known as viruses. These
malicious programs can slow down the system, damage important files, steal personal
data, or even make the device stop working. To prevent such threats, antivirus software
is used. Antivirus programs scan files, folders, emails, and websites to detect and
remove any harmful software (malware). When a virus or threat is found, the antivirus
either deletes it or blocks it from affecting the system.

Most modern operating systems, like Windows and macOS, include built-in antivirus
tools such as Windows Defender and XProtect. These tools run in the background and
provide real-time protection. Users can also install third-party antivirus programs like
Avast, Norton, or Quick Heal for extra features and security. Keeping antivirus software
updated is important to stay protected against new types of threats.

In addition to antivirus, a firewall is another critical security feature. A firewall acts as
a filter between the computer and the internet. It monitors all incoming and outgoing
network traffic and blocks any suspicious or unauthorized activity. While antivirus
protects the system from internal threats (like infected files), the firewall guards against
external threats that try to enter through the network.

Most operating systems come with a built-in firewall. For example, Windows Defender
Firewall is included in Windows systems and helps users decide which programs can
access the internet. Similarly, Application Firewall in macOS allows users to manage
network access for installed apps. In Linux systems, tools like UFW (Uncomplicated
Firewall) provide firewall control in a simple way. Firewalls are an essential part of
system security and help prevent attacks before they reach the computer.

4.2.6 Backup and Recovery

Even when a computer system has strong security measures in place, unexpected events
such as power failures, virus attacks, hardware issues, or software crashes can still
lead to the loss of important data. To prevent permanent loss, it is essential to regularly
create backups.

A backup is a duplicate copy of important files and data that is stored in a different loca-
tion. Common backup storage options include external hard drives, USB flash drives
(pen drives), and cloud storage services such as Google Drive, iCloud, or OneDrive.
Backups help ensure that users can recover their files if the original data is lost or dam-
aged.

Most modern operating systems include built-in tools for backup and recovery. For
example, Windows provides a feature called Backup and Restore, while macOS offers
Time Machine for creating regular backups. On mobile devices, such as smartphones
running Android, Google Drive is used to back up app data, settings, and media files.
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Recap

Importance of OS Security: Operating systems manage hardware and
software; they need built-in security to protect users' data and system
resources.

User Accounts: Separate logins for different users help protect personal data
and settings.

Permissions: Control who can read, edit, or delete files and applications.

Admin Rights: Only administrators can make critical system changes,
ensuring better control and safety.

Auto-Lock Feature: Automatically locks the screen when idle to prevent
unauthorized access.

Security Settings: Options for setting passwords, biometric login, and
controlling app access to ensure better privacy.

Password Protection & Login: Verifies user identity before allowing access;
strong passwords and regular changes are encouraged.

Protecting Files and Folders: Access control features like read-only
permissions, encryption, and privacy settings safeguard data.

Software Updates: Fix bugs, patch security flaws, improve performance, and
add safety features to the system.

Antivirus Software: Detects, blocks, and removes malicious software that
can harm the system.

Firewall: Acts as a barrier between your system and potential external threats
from the internet or networks.

Backup and Recovery: Creates copies of important data in external drives or
cloud storage to restore files in case of data loss.

Objective Type Questions

9,

What is the process of verifying a user's identity before access is granted?
Which feature controls what a user can do with files and programs?
What do we call the right to install or modify system software?

What feature locks the system when left idle for some time?
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5. Which term refers to the duplication of data to prevent loss?

6. What security feature scans the system for viruses and malware?

7. What is the built-in firewall called in Windows operating systems?
8. Which OS tool is used for backup in macOS?

9. What do we call a harmful software program that damages files?

10. What system checks for and fixes software bugs and vulnerabilities?

11. What tool in Android is used to back up app data and settings?

Answers to Objective Type Questions

1. Authentication

2. Permissions

3. Admin Rights

4. Auto-lock

5. Backup

6. Antivirus

7. Windows Defender Firewall
8. Time Machine

9. Virus

10. Software Update

11. Google Drive

Assignments

1. Explain the importance of password protection in an operating system. Give
two tips for creating a strong password.
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2. Describe any three common security features provided by modern operating
systems.

3. What is the role of antivirus software in keeping your computer secure?
Mention one example of antivirus software.

4. Why are software updates necessary for operating system security? Explain
with one example.

5. What is a backup? List two ways you can back up your important files.

Suggested Reading

1. Stallings, William. Cryptography and network security, 4/E. Pearson
Education India, 2006.

2. Stamp, Mark. Information security: principles and practice. John Wiley &
Sons, 2011.

3. Perlman, Radia, Charlie Kaufman, and Mike Speciner. Network security:
private communication in a public world. Pearson Education India, 2016.
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UNIT 3| Trusted Operating System

Learning Qutcomes

After the successful completion of this unit, the learner will be able to:

¢ define what a Trusted Operating System is

¢ list the main features of a Trusted Operating System

¢ recall the various security levels in Multilevel Security
¢ familiarise the types of Data Access Control models

¢ recognise examples of Trusted Systems

Prerequisites

Emma works as a security analyst at a government agency that deals with highly
sensitive information related to national security. Given the critical nature of the data
she handles, the agency employs a Trusted Operating System designed to provide strong
security measures and prevent unauthorized access.

Before Emma can access her workstation, the Trusted Operating System requires her
to go through a rigorous identity verification process. This process ensures that only
authorized personnel, like Emma, can log in. The system uses secure login credentials
such as a username, password, and sometimes even multi-factor authentication like a
smart card or biometric verification to confirm Emma’s identity. This step is essential to
prevent imposters or hackers from gaining entry.

Moreover, the Trusted Operating System records all activities Emma performs during
her session. Every file she accesses, edits, or attempts to open is logged in a secure
audit trail. These logs are crucial for monitoring and investigating any suspicious or
unauthorized behavior, helping the agency maintain accountability and quickly respond
to potential security incidents.

The TOS also actively scans for malicious software and unauthorized intrusion
attempts. If malware tries to infiltrate the system or an attacker attempts to breach
security protocols, the Trusted Operating System detects these threats and blocks them,
ensuring that the data remains protected and the system’s integrity is maintained.
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Key Concepts

Multilevel Security, Access Control, Reference Monitor, Trusted Platform Module,
Windows BitLocker

Discussion

Cyber Safety is a field within technology that focuses on educating users about how
to stay secure while using digital tools in their everyday activities. It is important for
users to understand and follow safe practices, especially when working with cloud
technologies. Any security threat can make a computer system vulnerable and put its
safety at risk. Therefore, maintaining network and system security is crucial to guard
against potential dangers.

Trusted Systems play a key role in this area. These are specially designed systems
that help ensure security by protecting against malware and unauthorized access. They
permit only authenticated users to access the system and provide layered security
based on various criteria. Trusted Systems are essential for maintaining the safety and
integrity of computer systems.

4.3.1 Basics of Trusted Systems

A Trusted Operating System (TOS) is a specialized type of operating system designed
to deliver a high level of security and reliability. Its primary objective is to safeguard the
confidentiality, integrity, and availability of critical data and system resources. Unlike
standard operating systems, a TOS is built with advanced security mechanisms that
strictly regulate user access, prevent unauthorized activities, and offer robust protection
against both internal threats (such as misconfigured user accounts) and external threats
(like malware or hackers).

4.3.1.1 Key Features of a TOS

1. UserAuthentication: The system verifies the identity of users before granting
access. This step ensures that only legitimate, authorized individuals can log
in and use the system, minimizing the risk of impersonation or unauthorized
entry.

2. Access Control Mechanisms: Trusted OSs enforce strict rules that define
what resources (like files, applications, or devices) users can access. These
controls help maintain privacy and prevent data leakage or misuse by limiting
permissions based on user roles or credentials.

3. Audit and Logging: All system actions and events are recorded in detailed
logs. These logs are essential for monitoring system usage, detecting
suspicious activity, investigating security incidents, and maintaining
accountability.

4. Mandatory Access Control (MAC): MAC policies are enforced by the
system, not the user. This means users cannot change permissions on data
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they don’t own. These policies apply across the system consistently, ensuring
that security rules cannot be bypassed, even by administrators.

5. Multilevel Security (MLS): The system can handle users with different
security levels, such as "Confidential," "Secret," or "Top Secret." Each
user can only access information that matches their clearance level. This is
especially useful in government, defense, and high-security environments
where data sensitivity varies.

4.3.1.2 Levels of Security

Trusted systems are built with the purpose of enforcing strict security mechanisms
across various components of a computer system. These systems function based on
multiple layers or models of security to ensure that sensitive information is protected
from unauthorized access or misuse.

1. Multilevel Security (MLS)

Multilevel Security is a key aspect of trusted systems. It enforces security classifications
within a computer system, ensuring that data is accessed only by users with the
appropriate clearance. The system categorizes information into various security levels,
each assigned a specific level of sensitivity and access priority. The hierarchy of these
levels is as given in Fig 4.3.1

¢ Top Secret (Highest Security Level)
¢ Secret
¢ Confidential

¢ Unclassified (Lowest Security Level)

\
. Top Secret / O
/ Secret v

Fig 4.3.1 Multilevel Security

Users and data are both assigned a level. Access is granted based on the principle of
"Need to Know", and the system prevents any unauthorized access to higher or lower
classification levels. In a military database, a user with Confidential clearance cannot
access Top Secret mission details and cannot write confidential information into an
Unclassified report.

A critical rule enforced under MLS is that:
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¢ Users are not allowed to “Read Up” meaning a user with a lower clearance
cannot read data from a higher level.

¢ Users are not allowed to “Write Down’ meaning a user with higher clearance
cannot write data to a lower-level destination.

These restrictions prevent data leakage, ensuring that sensitive information remains
within its designated clearance level.

2. Data Access Control

Data Access Control focuses on regulating who can access what, and what they are
allowed to do once they gain access. It enhances the security process even after login,
ensuring that users operate within predefined boundaries.

There are three primary models used to implement data access control:

a) Access Matrix Model

This model consists of Subjects or domains (users or processes), Objects (files, data-
bases, devices), and Access Rights (permissions like read, write, execute).The matrix
acts as a table showing what actions each subject is permitted to perform on each object
as in Fig 4.3.2.

. |
object
F. F. F. rinter
& 1 2 2 P
D, read read
() print
D, read execute
o read read
D, write write

Fig 4.3.2 Access Matrix Model
b) Access Control List (ACL)

An ACL defines, for each object, a list of users and the types of access they have (e.g.,
public, private, read-only). ACLs represent access rights column-wise, focusing on
objects and listing the subjects allowed to access them as shown in Fig 4.3.3.This model
is object-centric.

objects

- Fo F; Printer D, D, D, Ds

S

-~

2 | Do read read- print - | switch | sw’ .
2% owner | write A process executing in
o 5 D, owns F,, so it can
2 S | D read- read* — o O
S 6 B rite- |~ 1 give aread right on F,
a2 execute to domain D; and

‘® | D, | read- swtich remove the execute

E execute right from D,

© D, read print

D, print

Fig 4.3.3 Access Control List
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¢) Capability List (C-List)

The capability list focuses on subjects (users) and lists all the objects and operations
they are permitted to perform. Users may hold capability tokens or tickets that authorize
them to access certain objects. C-Lists represent access rights row-wise, emphasizing
subject-based access as in Fig 4.3.4.

OBJECT
File 1 File 2
I— — i Read, Write
H Usi 1 Read, Write Execute, Own
E I —
a User 2 Read, Write Read, Print

Execute —

Fig 4.3.4 Access Control List
3. Reference Monitor

The Reference Monitor is a crucial component of a trusted system, functioning as a
secure control mechanism at the hardware or operating system level. It mediates all
access requests by verifying whether the user is permitted to access the object, based on
the system’s security policies. It enforces the same “No Read Up, No Write Down” rule
as Multilevel Security. The Reference Monitor ensures that all access is checked, all
the time, it is always active and tamper-proof. It also verifies that security policies are
strictly followed, providing a high level of assurance in maintaining system integrity.

4.3.1.3 Need for TOS

1. Identity Confirmation: Trusted systems guarantee that access is granted
only to users who have been properly authenticated. Each user is uniquely
identified during the verification process.

2. Maintaining Security: These systems uphold security by blocking direct
access to sensitive or confidential data.

3. Controlled Access: Users are granted only the permissions that are strictly
required for their roles, avoiding unnecessary privileges or rules.

4. Protection Against Threats: Trusted systems are equipped with tools to
detect and block harmful activities, such as hacking or unauthorized entry.

5. Regulatory Adherence: By providing a secure environment for handling
confidential data, trusted systems assist organizations in meeting legal and
industry standards like HIPAA, PCI-DSS, and SOX.

4.3.1.4 Examples of Trusted Systems

1. Windows BitLocker: BitLocker is a security feature in Windows that
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encrypts the entire hard drive, protecting data from unauthorized access. It
requires a password or smart card to unlock and access the drive’s contents.

2. Trusted Platform Module (TPM): TPM is a dedicated hardware chip
embedded in a computer that securely stores encryption keys. It also helps
verify the system's integrity during startup to ensure it hasn’t been tampered
with.

3. Trusted Boot: Trusted Boot is a security mechanism that checks the
operating system’s integrity during the boot process. It ensures that only
verified, trusted software runs when the system starts up.

Recap

¢ Cyber Safety focuses on educating users about secure practices in digital
environments.

¢ Trusted Systems are designed to protect against malware and unauthorized
access.

¢ Trusted Operating System provides enhanced security for data confidentiality,
integrity, and availability.

¢ Key TOS Features include user authentication, access control, auditing,
mandatory access control (MAC), and multilevel security (MLS).

¢ Multilevel Security enforces strict access based on clearance levels: Top
Secret, Secret, Confidential, and Unclassified.

¢ Data Access Control Models are Access Matrix, Access Control List (ACL),
and Capability List (C-List).

¢ Reference Monitor ensures all access requests are authorized and policy-
compliant.

Objective Type Questions

1. What type of system restricts access based on user verification?
2. What is the lowest level of security classification in MLS?

3. What model uses subjects, objects, and access rights in a matrix?
4. What list contains access rights arranged column-wise per object?

5. What list arranges access rights row-wise per user?
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6. What hardware chip securely stores encryption keys?

7. What Windows feature encrypts an entire hard drive?

8. What is the process of verifying a user's identity?

9. What type of control prevents users from overriding permissions?
10. What process records all system events and user actions?

11. What rule prevents users from reading data at a higher level?

12. What rule stops users from writing data to a lower level?

13. What monitors and enforces access control policies continuously?
14. What security feature checks system integrity during boot?

15. What is the term for the process of securing confidential information?

Answers to Objective Type Questions

1. Trusted
2. Unclassified

3. Access Matrix

4. ACL

5. Capability List
6. TPM

7. BitLocker

8. Authentication

9. MAC

10. Auditing

11. ReadUp

12. WriteDown

13. Reference Monitor
14. Trusted Boot

15. Encryption

@ SGOU - SLM - FYUGP - MD Course - Information Security



Assignments

1. Explain the concept of a Trusted Operating System and list its key features
with examples.

2. Describe the Multilevel Security (MLS) model and explain the importance
of “No Read Up” and “No Write Down” rules.

3. Compare and contrast Access Control List (ACL), Capability List (C-List),
and Access Matrix models with suitable diagrams.

4. Discuss the role and significance of the Reference Monitor in maintaining
system security.

5. Analyse how Trusted systems like BitLocker, TPM, and Trusted Boot
contribute to safeguarding sensitive information.
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UNIT 4 Next-Generation Secure

Computing Base

Learning Qutcomes

After completing this unit, you will be able to:

¢ familiarise the basic architecture and components of the Next-Generation
Secure Computing Base (NGSCB).

¢ identify the key functions of Trusted Platform Module (TPM) and the Secure
Boot Process.

¢ list the isolation mechanisms provided by NGSCB for protecting system
processes and data.

¢ recognise the practical applications of NGSCB in various domains such as
banking, healthcare, and government.

Prerequisites

In today’s digital world, cybersecurity has become a critical necessity as systems face
constant threats from hackers, malware, and advanced cyberattacks. Understanding
the Next Generation Secure Computing Base (NGSCB) is essential for anyone inter-
ested in securing operating systems, protecting sensitive data, and defending against
sophisticated attacks. NGSCB offers a hardware-assisted approach to system security
by creating an isolated, tamper-resistant environment for critical operations. It ensures
that sensitive processes remain protected even if the main operating system is com-
promised. Learning this topic helps students and professionals gain knowledge about
how modern computers enforce strong security at the hardware level, which is crucial
for building secure systems in fields such as finance, healthcare, military, and cloud
computing. Imagine an employee in a bank whose computer has been infected with
malware. Even if the visible operating system is compromised, NGSCB ensures that
sensitive operations such as processing PIN codes or handling money transfers remain
protected within its secure environment. This prevents financial fraud or data theft,
demonstrating the real-world importance of NGSCB in safeguarding critical functions
against cyber threats.
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Discussion

4.4.1 NGSCB (Next-Generation Secure Computing Base)

Modern operating systems are under constant attack from malware, rootkits, and sophis-
ticated hackers. To counter this, Microsoft introduced the Next-Generation Secure
Computing Base (NGSCB), a hardware-based security framework designed to protect
sensitive operations, even if the primary operating system is compromised.

NGSCB works by creating an isolated secure environment within the same machine,
separating security-critical tasks from general computing processes.

& Origin of NGSCB

NGSCB was initially called "Palladium" when announced in 2002. It was part of
Microsoft's Trusted Computing initiative, aiming to make computers more secure
for both businesses and personal users. Despite being ahead of its time, it faced
criticism due to concerns about user control and privacy.

4.4.2 Objectives of NGSCB

¢ Protect Sensitive Data: Ensures that confidential information remains safe
even if malware infects the system.

¢ SupportSecure Applications: Provides a protected platform for applications
needing high security (e.g., digital signatures, encryption).

¢ Enable Remote Verification: Through attestation, the system can prove to
external parties that it is running trusted, unmodified software.

& Real World Scenario — Banking Security

Imagine a banking system where malware infects the teller's desktop. While the
visible OS is compromised, NGSCB ensures that the system handling PIN codes,
money transfers, or vault access remains untouched and fully secure.

4.4.3 Key Features of NGSCB

1. Isolation:
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Isolation is a core feature of NGSCB that creates a distinct, protected execution envi-
ronment known as the Nexus. This environment operates separately from the main
operating system. By doing so, it prevents malicious software running in the regular
OS from accessing sensitive operations or data handled inside the Nexus. Even if the
primary OS is compromised by malware or hackers, the Nexus remains isolated and
secure, protecting critical tasks such as encryption, authentication, and secure transac-
tions.

2. Data Protection:

NGSCB provides strong data protection by using advanced encryption techniques and
storing encryption keys in secure hardware components, such as the Trusted Platform
Module (TPM). This ensures that sensitive data like passwords, cryptographic keys,
and confidential files are protected from unauthorized access. Malware and malicious
applications operating in the normal OS environment cannot access this protected data,
as it remains locked within the secure hardware, thus offering a high level of confiden-
tiality.

3. Code Integrity:

To prevent unauthorized or malicious code from running within the secure environment,
NGSCB enforces strict code integrity. Only digitally signed and verified applications
are allowed to execute within the Nexus. This process ensures that only trusted software
from verified sources can run in the secure environment, blocking malware, tampered
programs, and unauthorized modifications. This helps maintain system stability, reduces
risks of infection, and ensures that critical applications are not tampered with.

4. Remote Attestation:

Remote Attestation is a unique security feature of NGSCB that allows a system to cryp-
tographically prove its secure state to external entities, such as remote servers or cloud
services. This process verifies that the system is running authorized software in a secure
and uncompromised environment. As a result, remote parties can confidently interact
with the system, knowing it has not been tampered with. This is especially useful in
secure online transactions, enterprise networks, and cloud-based operations where trust
is essential.

€ Did You Know?

NGSCB not only isolates software processes but also secures input and output.
For example, when entering a password into an NCA, keyloggers operating in the
regular OS cannot capture it.

4.4.4 Components of NGSCB
The Next-Generation Secure Computing Base consists of two main components:
4.4.4.1 Nexus

The Nexus is the heart of the NGSCB architecture, functioning as a miniature secure
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operating system within the computer. It plays a central role in managing the protected
execution environment where sensitive operations take place. The Nexus is responsible
for tasks such as memory isolation, which ensures that processes running inside it are
shielded from external interference, especially from the main operating system and
other applications. Additionally, it handles cryptographic operations like encryption,
decryption, and key management, making it vital for maintaining the confidentiality and
integrity of data. Its highly restrictive design ensures that only trusted and authorized
software can interact with its core functions, thereby preventing unauthorized access or
tampering.

4.4.4.2 Nexus Computing Agents (NCAs)

Nexus Computing Agents (NCAs) are specialized, security-critical applications that are
designed to run within the secure environment controlled by the Nexus. These applica-
tions take advantage of the hardware-based protections and memory isolation provided
by the Nexus, protections which are not available to traditional software running in
the main operating system. NCAs typically handle sensitive operations such as digital
rights management, secure communications, authentication, and data protection tasks.
By running within the Nexus, NCAs benefit from enhanced security, as they remain
protected from malware, unauthorized access, or any external interference from the
regular OS or malicious applications.

€' What Runs Inside Nexus?

Examples of NCAs include secure password managers, encrypted messaging apps,
and cryptographic signing tools. These applications handle highly sensitive data
requiring maximum protection.

4.4.5 Trusted Platform Module (TPM)

The Trusted Platform Module (TPM)isaspecialized hardware-based security module that
is embedded directly onto the motherboard of most modern computers. It is specifically
designed to provide hardware-level security by securely storing cryptographic keys,
digital certificates, and sensitive system data. One of the main roles of the TPM is to
protect encryption keys from being accessed by unauthorized applications or malware.
Unlike software-based solutions, the TPM remains secure even if the operating system
is compromised.

In the Next-Generation Secure Computing Base (NGSCB) architecture, TPM plays a
critical supporting role. It provides hardware-based security functions that strengthen
NGSCB?’s capabilities. TPM works with Nexus (NGSCB's secure OS component) to
securely store cryptographic keys and perform system integrity measurements before
NGSCB starts. This ensures that only verified and trusted components are loaded into
the secure execution environment. TPM also supports remote attestation, allowing the
system to prove its trusted state to external servers or administrators. Overall, TPM acts
as the hardware root of trust in NGSCB, enabling secure operations such as isolation,
attestation, and encrypted execution.
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4.4.5.1 TPM Functions

1. Key Storage: The TPM securely stores encryption keys and certificates in
its isolated hardware environment. These keys can be used for file encryption,
authentication, and secure boot processes, and they cannot be extracted from
the TPM by software attacks.

2. Integrity Verification: TPM performs system integrity checks during the
boot process by measuring and verifying the hashes of boot components,
firmware, and the operating system. If unauthorized changes are detected,
the system can take appropriate actions, such as halting the boot process or
alerting the user.

3. Device Authentication: TPM enables the computer to prove its identity
to remote systems or networks by using unique cryptographic keys stored
in the module. This ensures that only trusted devices can access sensitive
networks and services.

4. Encryption Support: By working with encryption tools like BitLocker,
TPM enables full disk encryption. It ensures that the encrypted data remains
secure, even if the physical drive is stolen, because decryption keys remain
locked within the TPM.

€ TPM Versions Matter!

Earlier TPM versions (e.g., TPM 1.2) had limited capabilities compared to modern
TPM 2.0, which supports a wider range of encryption algorithms, larger key sizes,
and more complex security functions.

4.4.6 Secure Boot Process
4.4.6.1 Purpose

The primary purpose of the Secure Boot Process in NGSCB is to prevent malicious
software (malware) from loading during the critical startup phase of the system. This
process ensures that only trusted, verified, and digitally signed software components
are allowed to run as the system powers on. By doing this, it protects the system from
rootkits, bootkits, and other types of low-level malware that often hide in the boot
process to gain deep system control.

4.4.6.2 How It Works

The Secure Boot process starts from the motherboard firmware, commonly known
as BIOS or UEFI. The firmware is programmed to verify the digital signature of the
bootloader before allowing it to execute. If the signature matches the expected trusted
certificate, the process proceeds.

The process follows a chain of trust model:

¢ The bootloader verifies the integrity and authenticity of the operating system
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(OS) kernel.

¢ The kernel then validates any drivers and essential system components.

¢ This chain continues until all layers, including the OS and the secure Nexus
environment within NGSCB, are verified and confirmed to be legitimate.

If any component in this chain fails the signature check indicating tampering or
unverified changes the system halts the boot process immediately to prevent further
execution. This ensures that only approved, trusted software can run, blocking malicious
or unauthorized code from loading at startup.

The Secure Boot Process is a fundamental part of NGSCB’s multi-layered security,
helping to maintain system integrity from the moment the computer is powered on.

4.4.7 Isolation Mechanisms in NGSCB

One of the key strengths of the Next-Generation Secure Computing Base (NGSCB)
is its robust isolation mechanisms that protect sensitive operations from malicious
software and unauthorized access.

1. Memory Isolation

NGSCB ensures memory isolation by allocating a dedicated memory space for its
secure component, Nexus. This reserved memory region is entirely separate from the
memory used by the general-purpose operating system. Even if the regular OS becomes
compromised by malware or malicious users, it cannot access the memory space
assigned to Nexus. This prevents unauthorized applications from stealing or modifying
sensitive information handled by Nexus or its applications.

2. Process Isolation

In addition to isolating memory, NGSCB enforces strict process isolation. Applications
designed to run within the Nexus environment, called Nexus Computing Agents
(NCAs), operate in a sandboxed environment that is completely separated from
other processes in the system. NCAs cannot be monitored, controlled, or interfered
with by traditional OS-level applications. This separation ensures that sensitive tasks
such as cryptographic operations or data processing remain protected from malware,
keyloggers, or unauthorized apps running outside of Nexus.

3. Input/Output Isolation

NGSCB also introduces input/output (I/O) isolation to safeguard user interactions. It
can securely switch input and output devices, such as keyboards, mice, and display
screens, into secure modes controlled by Nexus. In these modes, the regular operating
system cannot intercept or tamper with user inputs (like keystrokes) or outputs (like
on-screen information). This mechanism is particularly important for tasks like entering
passwords or viewing confidential data, where input/output data must be protected from
spyware or screen capture software.
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4.4.8 NGSCB vs. Traditional OS Security
Table 4.4.1 Comparison of traditional OS and NGSCB

Aspect Traditional OS Security NGSCB Security
Isolation User-mode vs. kernel-mode | Hardware-backed Nexus  isolates
(software only) sensitive tasks

Data Protection | Software encryption (e.g., | TPM-backed encryption, hardware-
VeraCrypt, BitLocker) bound

Code Integrity Antivirus, software checks | Only signed code runs in Nexus,
enforced at hardware level

Boot Security BIOS checks (weak), relies | Secure Boot enforces integrity from
on OS integrity firmware to OS
Attestation Rare, software-based Hardware-supported remote attestation

4.4.9 Applications of NGSCB

NGSCB (Next-Generation Secure Computing Base), developed by Microsoft, is a
security architecture that enhances system integrity and data confidentiality through
hardware and software collaboration. It is especially beneficial in environments where
data privacy and security are critical. Below are its applications in various sectors:

4.4.9.1 Banking

Secure PIN Entry: NGSCB isolates input devices like keyboards and ensures secure
channels for PIN or password input, preventing keylogging and screen capture attacks.

Digital Signatures: It enables cryptographic operations in a secure environment,
ensuring that digital signatures are tamper-proof and traceable.

Online Transactions: Helps create a trusted execution environment (TEE), verifying
the legitimacy of both users and devices before permitting access to sensitive banking
functions or online payment portals.

4.4.9.2 Healthcare

Protection of Electronic Health Records (EHR): NGSCB ensures that sensitive
medical records are encrypted and accessed only by authenticated personnel and
applications.

Prevents Data Breaches: By isolating sensitive patient information from the main OS,
it defends against malware, ransomware, and insider threats.

Compliance Support: Helps in meeting security standards such as HIPA A by enforcing
strict access controls and audit trails.

@ SGOU - SLM - FYUGP - MD Course - Information Security



4.4.9.3 Government and Military
Secure Communications: NGSCB can encrypt and authenticate communications
between government entities, making espionage and data tampering extremely difficult.

Classified Data Protection: Allows classified documents and systems to be accessed
only in a verified and secure execution environment.

Trusted Platform Verification: Ensures devices used in sensitive locations have not
been tampered with, by leveraging TPM (Trusted Platform Module) hardware for
integrity checks.

4.4.9.4 Corporate Environments
Remote Work Security: Enables secure access to corporate systems even from remote

locations by verifying device integrity and encrypting communication channels.

Data Leak Prevention: Helps prevent unauthorized copying or forwarding of corpo-
rate data by enforcing digital rights and secure usage policies.

Malware Isolation: Prevents malware from accessing corporate applications and data
by sandboxing trusted processes.

4.4.9.5 DRM Systems (Digital Rights Management)

Content Protection: NGSCB allows content providers (e.g., music, video streaming
services) to enforce policies that restrict unauthorized copying, recording, or redistri-
bution of digital media.

Secure Playback: Ensures that only authenticated software and hardware can decode
and play DRM-protected content.

Licensing Control: Assists in license verification and enforcement, enabling time-lim-
ited or usage-limited content access.

¥ Legacy Lives On

NGSCB was discontinued as a standalone project, but its concepts power today’s
security architectures like Windows Defender System Guard, Microsoft Pluton,
Apple’s Secure Enclave, and Android TrustZone.
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Recap

¢ NGSCB is a Microsoft-designed hardware-based security framework for
securing sensitive operations, even if the main OS is compromised.

¢ Its key features include isolation, data protection, code integrity, and remote
attestation.

¢ Nexus acts as a secure mini OS, and NCAs are specialized apps running
within Nexus, isolated from the main OS.

¢ Trusted Platform Module (TPM) securely stores encryption keys and
performs system integrity checks to strengthen NGSCB security.

¢ The Secure Boot Process ensures only trusted, signed software runs at
startup, preventing malware from hijacking the system.

¢ NGSCB employs memory, process, and I/O isolation to protect against data
theft and unauthorized access.

¢ NGSCB outperforms traditional OS security through hardware-backed
isolation and proactive protection.

¢ It has critical applications in banking, healthcare, government, corporate
security, and digital rights management systems.

Objective Type Questions

1. What is the full form of NGSCB?

2. Which NGSCB component acts as a secure mini operating system?

3. What does TPM stand for in NGSCB architecture?

4. Which NGSCB component runs security-sensitive applications?

5. What process ensures only digitally signed software loads during startup?

6. Which type of isolation protects the memory space of Nexus from the main
OS?

7. Which key feature of NGSCB enables a system to prove its secure state to
others?

8. Which hardware component securely stores cryptographic keys in NGSCB?

9. What mechanism in NGSCB prevents malware from reading keyboard
inputs?

10. Which NGSCB feature ensures only verified code runs inside Nexus?
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Answers to Objective Type Questions

1. Next-Generation Secure Computing Base
2. Nexus

3. Trusted Platform Module

4. NCAs

5. Secure Boot
6. Memory
7. Attestation
8. TPM

9. 1/0O Isolation

10. Integrity

Assignments

1. Describe the architecture and purpose of the Next-Generation Secure
Computing Base (NGSCB).

2. Explain the role of the Nexus and Nexus Computing Agents (NCAs) in
NGSCB.

3. How does TPM work with NGSCB to enhance system security?

4. Discuss the step-by-step Secure Boot Process and its importance in NGSCB.
5. Compare NGSCB with traditional operating system security approaches.

6. Write a short note on the isolation mechanisms used in NGSCB.

7. List and explain the applications of NGSCB in different industries.
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